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Abstract— Fog-aided network architectures for 5G systems
encompass wireless edge nodes, referred to as remote radio
systems (RRSs), as well as remote cloud center (RCC) proces-
sors, which are connected to the RRSs via a fronthaul access
network. RRSs and RCC are operated via network functions
virtualization, enabling a flexible split of network functionalities
that adapts to network parameters such as fronthaul latency
and capacity. This paper focuses on uplink communications and
investigates the cloud-edge allocation of two important network
functions, namely, the control functionality of rate selection and
the data-plane function of decoding. Three functional splits are
considered: 1) distributed radio access network, in which both
functions are implemented in a decentralized way at the RRSs;
2) cloud RAN, in which instead both functions are carried out
centrally at the RCC; and 3) a new functional split, referred to
as fog RAN (F-RAN), with separate decentralized edge control
and centralized cloud data processing. The model under study
consists of a time-varying uplink channel with fixed scheduling
and cell association in which the RCC has global but delayed
channel state information due to fronthaul latency, while the
RRSs have local but more timely CSI. Using the adaptive sum-
rate as the performance criterion, it is concluded that the F-RAN
architecture can provide significant gains in the presence of user
mobility.

Index Terms— Cloud-radio access network (C-RAN), fog-radio
access network (F-RAN), fronthaul, control data separation, 5G,
network functions virtualization (NFV).
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I. INTRODUCTION

THE evolution of the wireless network architecture traces
a line from the decentralized implementation of control

and data functionalities in conventional Distributed Radio
Access Network (D-RAN) through the centralization of the
protocol stack in Cloud-RAN (C-RAN) [2], [3] to the more
recent fog-aided proposals with flexible functional splits
between cloud and edge nodes [4]. An important motivation
for the latest shift to fog-aided solutions is the realiza-
tion that a fully centralized C-RAN system entails signifi-
cant, and possibly prohibitive, requirements on the fronthaul
connections between edge nodes and cloud, see [5], [6] and
references therein. Furthermore, the development of the Net-
work Functions Virtualization (NFV) technology makes adap-
tive cloud-edge functional splits realizable via software [7].

The demarcation line between the functionalities to be
implemented at the cloud and at the edge is typically drawn
to include a given number of physical-layer functions at the
edge nodes, such as synchronization, FFT/IFFT and resource
demapping [5], [8]. The body of work concerned with edge-
cloud functional splits generally aims at assessing the trade-
off between performance and fronthaul capacity overhead of
different demarcation lines.

In light of these developments, references [9]–[11] explore
the application of the data-control separation architecture [12]
as the guiding principle underlying the separation of function-
alities between edge and cloud with the aim of addressing
fronthaul latency limitations. Specifically, [9], [11] puts forth
the idea of performing the control decisions of the uplink
hybrid automatic repeat request (HARQ) protocol at an edge
node, while keeping the computationally expensive operation
of data decoding at the cloud processor. As shown in [10], [11],
and [13], this approach can yield significant reductions in
transmission latency thanks to the capability of the edge nodes
to provide quick feedback to the mobile users with limited
fronthaul overhead.

An important lesson learned from [9]–[11] and [13] is that
the implementation of some control functionalities at the edge
can be an enabler for the reduction of transmission latency
even in the presence of significant delays on the fronthaul
links. A work that provides related insights in the different
set-up of a multi-hop network with orthogonal links is [14].
Reference [14] shows that centralized scheduling based on
delayed channel state information (CSI) can be outperformed
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Fig. 1. Three radio access network architectures for different control-
data functional splits between cloud and edge: (a) D-RAN, (b) C-RAN, and
(c) F-RAN.

by local scheduling decisions, as long as each network node
has more current CSI of its incoming and outgoing links with
respect to the centralized scheduler.

In this work, as illustrated in Fig. 1, we study the optimal
functional split of control and data plane functionalities at the
edge nodes, referred to as remote radio systems (RRSs) [3],
and at the cloud, referred to as remote cloud center (RCC) [3],
for uplink communication. We specifically focus on the fol-
lowing functionalities: (i) the control plane functionality of the
data rate selection, and (ii) the data plane functionality of data
decoding. We assume fixed scheduling and cell association,
and aim at assessing the impact of fronthaul latency on the
relative performance of different splits, whereby rate selection
and data decoding may be performed separately at either
cloud or edge.

As summarized in Fig. 1, we specifically consider three
functional splits: (i) D-RAN, in which both rate selection and
data decoding are implemented at each edge; (ii) C-RAN,
whereby both rate selection and data decoding are instantiated
at cloud; and (iii) Fog-RAN (F-RAN), whereby the control
function of rate selection is performed at the edge, while data
decoding is implemented at cloud. The latter functional split
is studied here for the first time. The approach is motivated by
the idea discussed above of leveraging decentralized control
as in [9]–[11] to counteract fronthaul delays. We remark that
the label “F-RAN” has been used in works such as [15] to
indicate systems with decentralized caching at the RRSs and
centralized processing at the RCC. Here we suggest to use the
term more generally to describe fog-based solutions involving
both cloud and edge operations.

As seen in Fig. 2, the model under study consists of a time-
varying uplink channel in which the RCC processor has global
but delayed CSI due to fronthaul latency, while the RRSs have
local CSI with a lower delay. The performance comparison
among these functional splits is non-trivial. C-RAN can per-
form centralized rate selection based on global CSI, and it
can implement joint multi-antenna decoding so as to manage
uplink inter-user interference. Therefore, in the absence of the
delays, C-RAN is the preferred solution. However, fronthaul
latency implies the availability of delayed (global) CSI at the
RCC, which impairs the capability of C-RAN to carry out rate
selection. With sufficiently large fronthaul delays, therefore,
the local rate selection of F-RAN, which relies on more
timely, but only local, CSI, may yield better performance. It is
emphasized that, while solving the problem of CSI timeliness
of C-RAN, F-RAN is still negatively affected by the need for
the RRSs to perform scheduling based only on local CSI as
in D-RAN. Using the adaptive sum-rate as the performance

Fig. 2. Uplink of the considered fog-assisted system. Communication on
the fronthaul links entails a two-way latency of dc time slots (of the wireless
interface), while the time elapsed between CSI measurement at the edge and
uplink scheduling is de time slots. The figure indicates the CSI available
when selecting the rates for transmitting in slot t at the RRSs for D-RAN and
F-RAN and at the RCC for C-RAN. Note that the CSI available for decoding
can be assumed to be timely since it can be estimated from pilots included
in the data frame, as seen in Fig. 3.

criterion (see [16]), the mentioned functional splits based on
the control-data separation architecture are compared through
analysis and numerical results.

This work was partially presented in [1], which considers
only the case of two RRSs and users in the absence of schedul-
ing delay and without providing any proof. As compared
to [1], this journal version also presents new and significantly
more extensive numerical results that bring insight into the
impact on the system performance of fronthaul delay, schedul-
ing delay, and average signal-to-noise ratios.

The rest of the paper is organized as follows. We describe
the system model and performance metric in Sec. II. We ana-
lyze the three radio access network architectures in Fig. 1
for different control-data functional splits between RCC and
RRSs: D-RAN in Sec. III, C-RAN in Sec. IV, and F-RAN in
Sec. V. In Sec. VI, numerical results are presented. Concluding
remarks are summarized in Sec. VII.

II. SYSTEM MODEL AND PERFORMANCE METRIC

We consider the uplink of the fog-assisted system illustrated
in Fig. 2. This consists of K remote radio systems (RRSs),
a remote cloud center (RCC), as well as K user equip-
ments (UEs) that have been scheduled for transmission in the
considered time-frequency resources. We assume that user-
cell association and scheduling are fixed. As a result, each
UE i is scheduled to transmit to RRS i in the given time-
frequency resources. We denote the set of all UEs and RRSs
as KU = {1, . . . , K} and KR = {1, . . . , K}, respectively.
As further detailed below and illustrated in Fig. 1, we consider
three different cloud-edge splits, namely: (i) D-RAN: The
RCC is not present and both rate selection and data decoding
for UE k are carried out at RRS k; (ii) C-RAN: The RCC
implements both rate selection and data decoding for all UEs;
(iii) F-RAN: In this novel functional split, the RRS k performs
rate selection for UE k while data decoding for all UEs is
performed at the RCC.

An important role in the analysis is played by the timeliness
of the CSI available at the RRS and RCC at the time
of rate selection. In particular, as illustrated in Fig. 3, for
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Fig. 3. Protocol timeline (time increasing from top to bottom) for:
(a) D-RAN; (b) C-RAN; and (c) F-RAN. For D-RAN (a) and F-RAN (c),
the latency between uplink training transmission or CSI feedback and the
time slot allocated for uplink transmission equals de time slots of the wireless
channel. For C-RAN (b), in addition to the scheduling delay de, one needs
to consider the latency associated with two-way fronthaul communication
between RRSs and RCC, which equals dc time slots.

D-RAN and F-RAN, we assume that the latency between
uplink training transmission or CSI feedback and the time
slot allocated for uplink transmission equals de time slots
of the wireless channel. As an example, the latency contri-
butions for uplink transmission in LTE Release 14 [17] are
Scheduling Request (SR) periodicity, uplink scheduling delay
and uplink grant transmission. For a transmission time interval
(TTI) of, say, 0.5−1 ms, the latency de can be large as
1−2 slots [17]. For C-RAN, in addition to the delay de, one
needs to consider the two-way communication between RRSs
and RCC on the fronthaul. This entails a latency equal to dc

time slots. The fronthaul transport latency is reported to be
around 0.25 ms in [18] for single-hop fronthaul links and can
amount to multiple milliseconds in the presence of multihop
fronthauling, while fronthaul-related processing at the RCC
can take fractions to a few milliseconds [19]. As a result, for
TTI of 0.5−1 ms, the RCC CSI latency dc can be as large
as 3−5 slots.

A. Channel Model
At each time slot t, the instantaneous power received at

RRS i from UE i is denoted as Si(t), while the received

Fig. 4. Markov model for direct channel and cross-channel instantaneous
power processes with Nx states for x ∈ {S, I} [20].

power for the cross-channel between an UE i and the RRS
j �= i is denoted as Iji(t). These are assumed to vary across
the time index t = 1, 2, . . . , T , which runs over the slots,
according to a Markov model. This model can be obtained,
for instance, by approximating the standard Clarke’s model
via quantization, see [20]. The channel matrix between the
UEs and the RRSs at any symbol period k of the slot
t = 1, 2, . . . , T can be written as

H(t, k) = [hT
1 (t, k), . . . ,hT

K(t, k)]T , (1)

with hj(t, k) = [
√

Ij1(t)ejθj1(t,k), . . . ,
√

Sj(t)ejθjj(t,k), . . . ,√
IjK(t)ejθjK(t,k)], where the phases θji(t, k) are uniformly

distributed in the interval [0, 2π), mutually independent as per
the standard Rayleigh fading model, and vary in an ergodic
manner over the symbol period index k within each slot t.

As illustrated in Fig. 4, the direct instantaneous fading
power Si(t) can take NS values, indexed in ascending order as
{S1, . . . , SNS}, and is governed by a Markov chain with tran-
sition probabilities pS,mn = Pr[Si(t + 1) = Sm|Si(t) = Sn].
In a similar manner, the cross-channel power Iji(t) can take
NI values, indexed in ascending order as {I1, . . . , INI}, and
varies according to a Markov chain with transition probabili-
ties pI,mn = Pr[Iji(t + 1) = Im|Iji(t) = In]. We denote the
set of all states for the direct channel as NS = {S1, . . . , SNS}
and for the cross-channel as NI = {I1, . . . , INI}. Direct
and cross-channel powers are normalized by the noise power
without loss of generality.

We recall that Markovian models are widely adopted
for the evaluation of the performance of wireless systems
(see [20]–[22]). We also note that, as in [20], channel varia-
tions can only occur between adjacent states, i.e., px,mn = 0 if
|m−n| > 1 for x ∈ {S, I}. Details on the quantization process
from Clarke’s model, which is assumed for the numerical
results presented in Sec. VI, can be found in Appendix A.

We conclude this subsection by introducing some useful
notation. According to the adopted Markov model, the prob-
ability that the direct channel state changes from state Sn to
the state Sm, for Sm, Sn ∈ NS , after d slots can be written as

Pr [Si(t) = Sm|Si(t − d) = Sn] = β
m|n
S (d), (2)

where the probability β
m|n
S (d) is obtained as the (m, n) entry

of the matrix Td
S , with the transition matrix TS having

pS,mn as the (m, n) entry, i.e., [TS ]m,n = pS,mn. Moreover,
the stationary probability πS,m for the state Sm is obtained by
solving the linear system as (see [23])

πS,m =
∑

Sn∈NS

πS,npS,mn, (3)
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for Sm ∈ NS . Analogously, we define β
m|n
I (d) as the

d-step transition probability for the interference process,
i.e., Pr [Iji(t) = Im|Iji(t − d) = In] = β

m|n
I (d) with

m, In ∈ NI , and πI,m as the steady-state probability of
the interference process, i.e., πI,m =

∑
In∈NI

πI,npI,mn for
Im ∈ NI . We also use the notation πS =

∏
m∈KR

πS,m for the
joint stationary probability of any given direct channel vector
S ∈ NK

S and we also define πI =
∏

i∈KU

∏
j∈KR,j �=i πI,Iji

for the joint stationary probability of any given cross channel
vector I ∈ NK−1×K

S .

B. Cloud-Edge Functional Splits
As discussed, we focus on the control functionality of

rate adaptation, or adaptive modulation and coding, that is,
the selection of the transmission rates Rj (bit/s/Hz) for any UE
j ∈ KU , and on the data plane functionality of data decoding.
The three control-data functional splits under study (see Fig. 1)
are formalized below.
• Distributed Radio Access Network (D-RAN): D-RAN

amounts to the most conventional cellular implementation in
which control and data plane functionalities are carried out
at the RRSs, that is, at the edge. Accordingly, for each time
slot t, each RRS j selects rate Rj for UE j on the basis of local
delayed CSI about the direct channel Sj(t−de) and about the
cross channel Ij(t−de) from all other UEs to the RRS j. This
information can be obtained, e.g., by means of uplink training
in a Time Division Duplex system or via feedback with
Frequency Division Duplex (FDD). Moreover, each RRS j
individually performs decentralized local data decoding of the
signal transmitted by UE j by treating interference as noise.
Since data packets are assumed to include training signals,
we assume that channel decoding at each RRS can leverage
current CSI about the data packet.
• Cloud Radio Access Network (C-RAN): In the C-RAN

architecture, the RCC carries out both control and data
processing. Specifically, the RCC selects jointly all rates
{Rj}j∈KU on the basis of global delayed CSI {Sj(t − d)}
and {Ij(t − d)} for j ∈ KU about the channels from all
UEs to the all RRSs. Note that the delay d includes the
additional fronthaul delay dc between RRSs and RCC as well
as the scheduling delay de, i.e., d = dc + de. Moreover, upon
reception of the signals received by the RRSs on the fronthaul
links, the RCC performs centralized joint data decoding.
Again, CSI for date decoding can be estimated from the
training sequences in the packet and hence timely CSI can
be assumed for decoding.
• Fog Radio Access Network (F-RAN): The novel F-RAN

solution is a hybrid implementation with control processing
at the edge and data processing at the cloud. In the proposed
solution, each RRS j selects the rate Rj based on local delayed
CSI Sj(t − de) and {Ij(t − de)} given the scheduling delay
de as for D-RAN, while the RCC performs centralized joint
data decoding on behalf of the RRSs as in C-RAN.

C. Performance Metric
Rate selection decisions based on local and/or delayed CSI

cause an outage event any time the realized channels are not of
sufficient quality to support the selected rates. More precisely,

an outage occurs when the signal of at least one user is not
decoded correctly. In order to capture the impact of outage
events on the achievable rate performance, we consider here as
the performance metric of interest the adaptive sum-rate used
in [16] and references therein. This is defined as the average
sum-rate that can be achieved while guaranteeing no outage in
each transmission slot. The average is taken here with respect
to the steady-state distribution (7) of the random channel
gains {Si(t)} and {Iji(t)} for i ∈ KU and j ∈ KR \ {i}.
To ensure that no outage occurs, in each slot, transmission
rates {Rj}j∈KU for all users are chosen by the RCC or by the
RRSs, depending on the functional splits, so that successful
decoding can be guaranteed. The adaptive sum-rate is the
corresponding achievable average of the sum rates

∑K
j=1 Rj .

More generally, we will consider the ε-outage adaptive sum-
rate, which is defined as the maximum adaptive sum-rate
under the constraints a (small) outage probability ε is allowed
in each slot. We emphasize that an outage event is caused
by the imperfect knowledge of the CSI at the time of rate
selection.

In the following sections, we analyze the performance in
terms of the ε-outage adaptive sum-rates of the mentioned
control-data functional splits between RCC and RRSs in
the presence of the scheduling delay de and the fronthaul
transmission delay dc.

III. DISTRIBUTED RADIO ACCESS NETWORK (D-RAN)

In this section, we study the conventional cellular imple-
mentation based on D-RAN. Accordingly, for each slot t, each
RRS j selects the transmission rate Rj(t) for the user j in its
cell based on the available delayed direct channel Sj(t − de)
and cross-channels Iji(t− de) for i ∈ KU \ {j}. Furthermore,
it performs local data decoding by treating interference from
the out-of-cell user as noise. As a result, in a D-RAN,
an outage event for the j-th RRS/UE pair occurs at time t if
the selected rate Rj(t) is larger than the current available rate
Cj(Sj(t), {Iji(t)}) � log2(1 + Sj(t)/(1 +

∑K
i=1,i �=j Iji(t)).

The adaptive outage sum-rate can then be expressed as
a function of a conditional CDF of the achievable rates
Cj(Sj(t), {Iji(t)}) for each UE j ∈ KU , where the condi-
tioning is over the delayed CSI Sj(t − de) and Iji(t − de).
This CDF is defined as

Fde(Rj |Sj , Ij) � Pr
[
Cj(Sj(t), {Iji(t)}) < Rj |Sj(t − de)

= Sj , Iji(t − de) = Iji

]
, (4)

where Ij = {Iji}i∈KU is the collection of the states for the
cross-channels from all UEs to RRS. The conditional CDF (4)
can be computed in terms of the conditional probabilities
β

m|Sj

S (de) and β
m|Iji

I (de) as

Fde(Rj |Sj , Ij)

=
∑

Ij(t),Sj(t): Cj(t)<Rj

β
Sj(t)|Sj

S (de)
∏

i∈KU\{j}
β

Iji(t)|Iji

I (de), (5)

where we have used the short-hand notation Cj(t) =
Cj(Sj(t), {Iji(t)}).
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Proposition 1: With D-RAN, an achievable ε-outage adap-
tive sum-rate is given by

RD-RAN(de, ε) =
∑

j∈KR

ES,I

[
F−1

de
(ε̄|Sj , Ij)

]
, (6)

where F−1
de

(ε̄|Sj , Ij) is the inverse of the conditional CDF (5),
the average is taken with respect to the product distribution
πSπI and ε̄ = 1 − (1 − ε)1/K .

Proof: If each RRS j chooses rate Rj = F−1
de

(ε̄|Sj , Ij),
it is by construction guaranteed that, when Sj(t − de) = Sj

and Iji(t − de) = Iji, the individual probability of outage
is no larger than ε̄. Since outage events of different users
are independent, overall outage probability is no larger than
ε = 1 − (1 − ε̄)K .

IV. CLOUD RADIO ACCESS NETWORK (C-RAN)
In a C-RAN, at any slot t, the RCC performs rate adaptation

in a centralized manner based on the available global and
delayed CSI, namely {Sj(t − d)} and {Iji(t − d)} for all
i ∈ KU and j ∈ KR\{i}, where the delay d = de+dc includes
the edge and fronthaul delays. Furthermore, the RCC performs
centralized joint data decoding on behalf of the connected
RRSs. Given the complexity of the problem of analyzing the
ε-outage adaptive sum-rate for C-RAN, we first consider a
simplified scenario with two RRS-UE pairs, in which the direct
links have fixed fading power and the cross-channel have two
states, i.e., K = 2, NS = 1, and NI = 2. We then tackle the
general case with multiple RRS-UE pairs and multiple channel
states.

A. Analysis With Two RRSs and UEs
Here, we focus on a simplified scenario with two RRSs and

UEs, namely K = 2; fixed direct channels Si(t) = S for
i ∈ KU , which may be realized in practice via power control;
and cross-channels I12(t) � I1(t) and I21(t) � I2(t) taking
values in a binary set NI = {IL, IH} with IH ≥ IL. Note
that the latter assumption implies that the cross-channels can
take either a “low” value IL or a “high” value IH . To sim-
plify the notation, we set the transition probabilities for the
Markov chain describing the variation of the cross-channels
as pI,HL � p and pI,LH � q. Accordingly, the stationary
probabilities for the “low” and “high” states of the cross-
channels are obtained as

πL =
q

p + q
and πH =

p

p + q
, (7)

respectively.
To proceed, we define C(I1, I2) as

C(I1, I2) � E[log2 det(I + H(I1, I2)H†(I1, I2))], (8)

where H(I1, I2) = [
√

Sejθ11
√

I1e
jθ12 ;

√
I2e

jθ21
√

Sejθ22 ]. The
expectation in (8) is taken over the random phases θθθ =
[θ11, θ12, θ21, θ22], which are mutually independent and uni-
formly distributed in the interval [0, 2π]. The quantity in (8) is
the maximum achievable sum-rate in a time-slot with I1(t) =
I1 and I2(t) = I2 if joint data decoding is performed at the
RCC (see [24, Ch. 4]). We will also use the notation Cxy

for C(Ix, Iy) when I1 = Ix and I2 = Iy for x, y ∈ {L, H}.
We finally observe that CLH = CHL.

Fig. 5. Capacity regions Cxy in (9) when the interference realizations are
I1 = Ix and I2 = Iy if (a) CLH ≤ CLL/2+log2(1+S+IL); (b) CLL/2+
log2(1 + S + IL) < CLH ≤ 2 log2(1 + S + IL); and (c) 2 log2(1 + S +
IL) < CLH . The points A, B, C, D, E, and E’ denote the rates selected by
the RCC in the C-RAN scheme discussed in Sec. IV-A and the points a, b, c,
and d indicate the four rate pairs (Rx, Ry) selected by the F-RAN scheme
in Sec. V-A.

As discussed above, with C-RAN, the transmission rates
R1 = R1(I1, I2), R2 = R2(I1, I2) are selected by the RCC
based on the available delayed CSI {I1(t − d) = I1, I2(t −
d) = I2} and joint data decoding is performed at the RCC.
The set of achievable rate pairs (R1, R2) with joint decoding
at the RCC is given by the capacity region C(I1(t), I2(t))
of the ergodic multiple access channel between the two users at
the two RRSs. Using standard results in network information
theory (see [24, Ch. 4]), we have

C(I1(t), I2(t))=

⎧
⎨

⎩

R1 ≤ log2(1 + S + I2(t))
(R1, R2) R2 ≤ log2(1 + S + I1(t))

R1 + R2 ≤ C(I1(t), I2(t))

⎫
⎬

⎭
. (9)

The capacity regions CLL, CLH , CHL, CHH are illus-
trated in Fig. 5 under different conditions on the channels
(S, IL, IH). Observing the capacity regions in Fig. 5, we note
that, in the case CLH ≤ CLL/2 + log2(1 + S + IL), there
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are achievable rate pairs that maximize the sum-rate in both
capacity regions CLH and CHL, namely the points marked
as b and c in Fig. 5(a), while this is not true for case
CLH > CLL/2 +log2(1 +S + IL) as can be seen in Fig. 5(b)
and Fig. 5(c). This will play a role in the derivation of an
achievable ε-outage adaptive sum-rate below.

An outage occurs at time t if the selected rate pair (R1, R2)
is outside the capacity region CI1(t)I2(t). Accordingly, the out-
age probability in a time slot t for which the CSI available at
the RCC is I1(t−d) = I1 and I2(t−d) = I2 can be computed
as

Pr[(R1, R2) /∈C(I1(t), I2(t))|I1(t − d) = I1, I2(t − d) = I2].
(10)

An achievable ε-outage adaptive sum-rate is summarized
in the next lemma, where we defined the probabilities
PHH

xy = βH|x(d)βH|y(d), PLH
xy = βL|x(d)βH|y(d), PHL

xy =
βH|x(d)βL|y(d), and PLL

xy = βL|x(d)βL|y(d). The notation
P x̄ȳ

xy indicates the probability of transitioning from delayed
states {I1(t − d) = Ix, I2(t − d) = Iy} to current states
{I1(t) = Ix̄, I2(t) = Iȳ}.

Proposition 2: With C-RAN, an achievable ε-outage adap-
tive sum-rate RC-RAN(d, ε) is given as

RC-RAN(d, ε) = π2
LRLL + 2πLπHRLH + π2

HRHH , (11)

with Rxy being defined as

Rxy =

⎧
⎨

⎩

CLL if ε ≤ PLL
xy ,

CLH if PLL
xy < ε ≤ 1 − PHH

xy ,
CHH if 1 − PHH

xy < ε ≤ 1,
(12)

if CLH ≤ 2 log2(1 + S + IL), and as

Rxy =

⎧
⎪⎪⎨

⎪⎪⎩

CLL if ε ≤ PLL
xy ,

2 log2(1 + S + IL) if PLL
xy < ε ≤ P̃xy,

CLH if P̃xy < ε ≤ 1 − PHH
xy ,

CHH if 1 − PHH
xy < ε ≤ 1,

(13)

if CLH > 2 log2(1 + S + IL), with P̃xy =
min(PLH

xy , PHL
xy ) + PLL

xy .
Proof: See Appendix VII for the proof.

Remark 1: An outage event can be generally avoided only
if transmitting always at the minimum sum-rate CLL, since
the latter yields rate pairs that are within the capacity region
in all other states (see Fig. 5). Therefore, with d > 0
and ε = 0, the adaptive sum-rate of C-RAN is given by
RC-RAN(d, 0) = CLL.

Remark 2: In the absence of CSI delay, i.e., with d = 0,
the outage adaptive sum-rate RC-RAN(0, ε) in (11) with any ε �=
1 can be simplified as RC-RAN(0, ε) = π2

L CLL+2πLπHCLH+
π2

H CHH .

B. General Case
We now consider the general case with multiple RRS/UE

pair and multiple channel states. To this end, we define the fol-
lowing rate expression for any subset L = {l1, . . . , lL} ⊆ KR

of RRSs

C({Sj}j∈L, {Ij}j∈L) � E
[
log2 det

(
I + H({Sj}j∈L, {Ij}j∈L)

H†({Sj}j∈L, {Ij}j∈L)
)]

, (14)

where we have introduced the channel matrix

H({Sj}j∈L, {Ij}j∈L) = [h1(S1, I1), . . . ,hlL(SlL , IlL)], (15)

with hj(Sj , Ij) = [
√

Ijl1e
jθjl1 , . . . ,

√
Sje

jθjj ,
. . . ,

√
IjlLejθjlL ]T . The expectation in (14) is taken over the

random phases {θji} for i, j ∈ L. Under joint data decoding
at the RCC with full receiver CSI, when the CSI is Sj(t) = Sj

and Iji(t) = Iji, for all i ∈ KU and j ∈ KR\{i}, the capacity
region C({Sj(t)}, {Iji(t)}) of the ergodic multiple access
channel between the UEs and the RCC is given as
(see [24, Ch. 4])

C(S, I) =

⎧
⎨

⎩
(R1, . . . , RK) :

∑

j∈L
Rj

≤ C({Sj}j∈L, {Ij}j∈L), ∀L ⊆ KR

⎫
⎬

⎭
. (16)

Note that (16) is an extension of (9) to the general scenario
studied here.

When selecting the transmission rates for slot t, the RCC has
delayed CSI, namely {Sj(t−d)} and {Iji(t−d)} for i ∈ KU

and j ∈ KR \{i}, and is hence not informed about the current
capacity region C({Sj(t)}, {Iji(t)}) in (16). To evaluate an
achievable ε-outage adaptive sum-rate, we introduce an outage
sum-rate region Cε(S, I) that has the property that, conditioned
on Sj(t − d) = Sj and Iji(t − d) = Iji, the set of
rates (R1, . . . , RK) ∈ Cε(S, I) belong to the capacity region
C({Sj(t)}, {Iji(t)}) with probability no smaller than 1 − ε.
As a result of this definition, choosing a rate pair in Cε({Sj(t−
d)}, {Iji(t − d)}) guarantees a probability of outage smaller
than or equal to ε.

We specifically propose to define

Cε
d(S, I) �

⎧
⎨

⎩
(R1, . . . , RK) :

∑

j∈L
Rj ≤ C({F−1

Sj ,d(ε̄|Sj)}j∈L,

{F−1
Iji,d(ε̄|Iji)}j,i∈L,i �=j), ∀L ⊆ KR

⎫
⎬

⎭
, (17)

where F−1
Sj ,d(ε̄|Sj) is defined as the state of ε̄-percentile of

conditional distributions β
�|Sj

S (d), that is, the maximum state
value x ∈ {S1, . . . , SNS} such that Pr[Sj(t) ≤ x|Sj(t − d) =
Sj ] ≤ ε̄; F−1

Iji,d(ε̄|Iji) is analogously defined as the state of

ε̄-percentile of conditional distributions β
�|Iji

I (d); and ε̄ is the
individual outage probability of each state such that 1 − (1 −
ε̄)K2

= ε as in Proposition 1.
The problem of maximizing the resulting ε-outage adaptive

sum-rate over the choice of the sum-rates {R(S, I)} for
S ∈ NK

S and I ∈ NK−1×K
I can be then formulated as

RC-RAN(d, ε) = maximize
{R(S,I)}≥0

∑

S∈NK
S

∑

I∈NK−1×K
I

πS πI R(S, I)

(18a)

s.t. R(S, I) ∈ Cε
d(S, I), (18b)



3692 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 17, NO. 6, JUNE 2018

where the constraint (18b) applies to all values S ∈ NK
S

and I ∈ NK−1×K
I . The problem (18) is a linear pro-

gram (LP) and can be tackled using standard solvers. Note
that as in Remark 1, an outage event in case of the posi-
tive delay d can be avoided if transmitting at the sum-rate
C({F−1

Sj ,d(ε̄|Sj)}, {F−1
Iji,d

(ε̄|Iji)}).
V. FOG RADIO ACCESS NETWORK (F-RAN)

With F-RAN, each RRS individually performs rate adapta-
tion based on the available CSI, while the RCC performs joint
data decoding in a centralized manner.

A. Analysis With Two RRSs and UEs
In this section, we consider the system model in

Section IV-A with two RRSs and UEs, constant direct chan-
nel over T slots, and two-state cross-channels. Accordingly,
we will use the same notation introduced in Section IV-A for
the transition and stationary probabilities of the cross-channels
as well as for the sum-rate C(I1, I2) when the cross-channels
equal I1(t) = I1 and I2(t) = I2.

With F-RAN, the transmission rate Rj for user j is selected
by each RRS j based on the available local CSI Ij(t − de),
which is subject to the scheduling delay de as for D-RAN,
while the RCC performs centralized joint data decoding on
behalf of the RRSs. We define as RL and RH the rates selected
by each RRS j when Ij(t) = IL and Ij(t) = IH , respectively.
As for C-RAN, the outage probability is the probability
that the rate pair (R1, R2) does not belong to the capacity
region CI1(t)I2(t).

Proposition 3: With F-RAN, an achievable ε-outage adap-
tive sum-rate RF-RAN(de, ε) is given as

RF-RAN(de,ε)=2π2
LRL(de,ε̄)+2πLπH(RL(de,ε̄)+RH(de, ε̄))

+2π2
HRH(de, ε̄), (19)

where ε̄ = 1 − (1 − ε)1/K and Rx(de, ε̄) is defined as

Rx(de, ε̄) =
{

RL if ε̄ ≤ βL|x(de),
RH if βL|x(de) < ε̄ ≤ 1,

(20)

with

RL =

⎧
⎪⎨

⎪⎩

CLL/2 if χ > 0,

CLL/2 if χ ≤ 0 and π2
L > π2

H ,

CLH − log2(1 + S + IL) if χ ≤ 0 and π2
L ≤ π2

H ,

(21)

and

RH =

⎧
⎪⎨

⎪⎩

log2(1 + S + IL) if χ > 0,

CLH − CLL/2 if χ ≤ 0 and π2
L > π2

H ,

log2(1 + S + IL) if χ ≤ 0 and π2
L ≤ π2

H ,

(22)

where χ = CLH − (CLL/2 + log2(1 + S + IL)).
Proof: As in Proposition 1, we impose that the individual

outage probability for each UE-RRS pair be no larger than
ε̄ = 1− (1− ε)1/K so that the overall outage probability is no
larger than ε by construction. To this end, we first evaluate the
rates RL and RH selected to guarantee no outage, i.e., ε̄ = 0,
for each RRS j when Ij(t) = IL and Ij(t) = IH , respectively.

In order to guarantee no outage, the rate pair (RL, RL) must
be inside the capacity region CLL, and hence, from Fig. 5,
the rate RL should be selected in the interval [0, CLL/2].
In a similar manner, the rate pair (RL, RH) (or (RH , RL))
should be inside the capacity region CLH (or CHL). Therefore,
the rate RH can be no larger than min(CLH − RL, log2(1 +
S + IL)). Finally, the rate pair (RH , RH) must belong to the
capacity region CHH , which is guaranteed by the conditions
derived above. Based on these considerations, the adaptive
sum-rate can be computed by solving the problem

maximize
RL

2(π2
L + πLπH)RL + 2(πLπH + π2

H)R̄H

s.t. 0 ≤ RL ≤ CLL/2, (23)

where R̄H = min (CLH − RL, log2(1 + S + IL)) and the
objective is obtained by averaging the achievable rate. Solving
the linear max-min program [25] yields (20).

Now, if the rate Rx(de, ε̄) in (20) is selected by the RRS j,
the individual outage probability for each UE j does not
exceed ε̄ by definition. In fact, with this choice, an outage
occurs if the transmission rate RH for UE j is chosen by
each RRS j when the local delayed CSI is Ij(t−de) = Ix for
x ∈ {L, H} and the current CSI is Ij(t) = IL. This probability
is equal to βL|x(de).

B. General Case

With F-RAN, the transmission rate Rj for user j is selected
by each RRS j based on the available delayed CSI Sj(t−de)
and Iji(t − de) for i ∈ KU \ {j} as for D-RAN, while the
RCC performs centralized joint data decoding on behalf of the
RRSs. The set of achievable rate pairs (R1, . . . , RK) with joint
decoding at the RCC when the channel states are {Si(t)} and
{Iji(t)} is given by the capacity region C({Si(t)}, {Iji(t)})
in (16).

Based on the definition of outage sum-rate region in (17),
in the presence of the scheduling delay de, a probability of
outage smaller than or equal to ε is guaranteed if the rate tuple
(R1, . . . , RK) is selected in Cε

de
(S, I) in (17), when Sj(t −

de) = Sj and Iji(t− de) = Iji for i ∈ KU and j ∈ KR \ {i}.
The problem of maximizing the ε-outage adaptive sum-rate
over the choice of the rates {R(Sj, Ij)} for Sj ∈ NS and
Ij ∈ NK−1

I under the outage sum-rate region Cε
de

(S, I) can
then be written as

RF-RAN(de, ε)

= maximize
{R(Sj ,Ij)}≥0

∑

S∈NK
S

∑

I∈NK−1×K
I

πSπI

∑

j∈KR

R(Sj , Ij) (24a)

s.t. (R(S1, I1), . . . , R(SK , IK)) ∈ Cε
de

(S, I), (24b)

where the constraint (24b) applies to all values S ∈ NK
S and

I ∈ NK−1×K
I . As for problem (18), problem (24) is an LP

and can be solved using standard solvers.

VI. NUMERICAL RESULTS

In this section, we evaluate the performance of D-RAN,
C-RAN, and F-RAN in terms of the ε-outage adaptive sum-
rate as a function of key system parameters such as fronthaul
and scheduling delays and mobile velocity. We set the carrier
frequency to 1 GHz (c/λ = 1 GHz with c = 3 × 108 m/s)
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Fig. 6. ε-outage adaptive sum-rate vs. fronthaul delay dc for D-RAN,
C-RAN, and F-RAN (ε = 0, de = 2, NS = NI = 15, γS = 5 dB,
γI = 0 dB, and v = 100 km/h).

and the slot duration to Tp = 0.1 ms. Unless stated otherwise,
we set the number of direct and cross channel states to NS =
NI = 15, the mobile velocity to v = 100 km/h, and the SNRs
of the desired and cross channel signal to γS = 5 dB and
γI = 0 dB, respectively.

We first investigate the impact of the fronthaul delay dc

when the scheduling delay is de = 2 and the outage level is
ε = 0. We recall that the fronthaul delay affects only C-RAN,
whereby rate selection is performed based on CSI outdated
by de + dc slots. From Fig. 6, we observe that the centralized
data decoding and control performed by C-RAN provides
significantly performance gains over the decentralized data and
control carried out by D-RAN, but only if the fronthaul delay
dc is sufficiently small. Instead, when the fronthaul latency dc

is large enough, the outdating of the CSI used by C-RAN
to perform rate selection causes a significant performance
degradation. This shows that centralized control based on
global but delayed CSI can yield a degraded performance as
compared to decentralized control based on local but more
timely CSI. F-RAN is able to leverage the gains of centralized
decoding of C-RAN, while at the same time also being
robust to fronthaul delays thanks to decentralized control as
in D-RAN.

The impact of the scheduling delay de is studied in Fig. 7,
where the ε-outage adaptive sum-rate is plotted versus de with
a fronthaul delay dc = 3. We recall that, while the fronthaul
latency only affects the performance of C-RAN, rate selection
for all schemes operates on an increasingly outdated CSI as de

becomes larger. We consider both ε = 0 and ε = 0.001. At the
given value of dc and for no outage (ε = 0), F-RAN is seen to
outperform both C-RAN and D-RAN for all values of de, with
decreasing absolute gains as de increases. For the special case
ε = 0, the sum-rates for both C-RAN and F-RAN converge
to the minimum sum-rate obtained with the minimum fading
powers for all channels, if scheduling delay de is sufficiently
large. In fact, when the CSI is sufficiently outdated, the only
way to ensure zero outage is to select the minimum sum-
rate that is supported even in the worst fading conditions.
In contrast, for a larger allowed outage probability, C-RAN can

Fig. 7. ε-outage adaptive sum-rate vs. scheduling delay de under the finite-
state Markov model [20] (dc = 3, NS = NI = 15, γS = 5 dB, γI = 0 dB,
and v = 100 km/h).

Fig. 8. ε-outage adaptive sum-rate vs. outage probability ε for D-RAN,
C-RAN, and F-RAN (dc = 5, de = 2, NS = NI = 15, γS = 5 dB,
γI = 0 dB, and v = 100 km/h).

outperform F-RAN for sufficiently large scheduling delay de.
This is because local scheduling of F-RAN is more affected
than the centralized scheduling of C-RAN by a larger value
of de.

The impact of the outage level ε is further investigated
in Fig. 8, where we set dc = 5 and de = 2. F-RAN is
again seen to outperform both D-RAN and C-RAN, unless
the allowed outage probability ε becomes large enough, here
ε > 0.05, in which case C-RAN can improve over F-RAN.
In a similar way, if one accepts a sufficiently large outage
probability, here ε > 0.0001, C-RAN can perform better than
D-RAN.

In order to obtain additional quantitative insight into the
operating regimes in which different functional splits are to
be preferred, Fig. 9 shows the regions of the plane with coor-
dinates given by the fronthaul delay dc and mobile velocity v
in which each scheme offers the best ε-outage adaptive sum-
rate. We set de = 3, NS = NI = 12, and ε = 0.01.
F-RAN is seen to be advantageous when the mobile velocity
and/or the fronthaul delay are large enough. Note that F-RAN
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Fig. 9. Regions of the plane (dc, v) in which F-RAN or C-RAN yield
a larger ε-outage adaptive sum-rate when allowing an outage of ε = 0.01
(de = 3, NS = NI = 12, γS = 5 dB, and γI = 0 dB).

Fig. 10. ε-outage adaptive sum-rate vs. average SNR of direct channel states
γS for D-RAN, C-RAN, and F-RAN (dc = 3, de = 2, ε = 0.001, NS =
NI = 15, γI = 0 dB, and v = 100 km/h).

always outperforms D-RAN (not shown). The performance
benefit of F-RAN over C-RAN stems from its capacity to
leverage timely CSI when performing rate selection. In the
regime of sufficiently large velocity and/or fronthaul delay,
this advantage overcomes the performance loss caused by the
reliance of F-RAN on local CSI for rate selection. In con-
trast, when the mobile velocity and/or the fronthaul delay
are sufficiently small, the rate selection based on global,
albeit delayed, CSI of C-RAN yields better performance than
F-RAN. The boundary line in Fig. 9 provides the maximum
fronthaul delay dc that can be tolerated by C-RAN for a given
value of the velocity v, while still yielding gains as compared
to F-RAN (and hence also D-RAN).

Finally, in Fig. 10 and 11, the ε-outage adaptive sum-
rate is plotted versus average SNR of direct and interference
channel states, respectively, for dc = 3, de = 2. It is seen
that F-RAN is able to outperform C-RAN under the given
conditions unless SNR γS of direct channel is small or the
average interfering channel gain γI is large. This is because
the centralized decoding performed by C-RAN is effective in

Fig. 11. ε-outage adaptive sum-rate vs. average SNR of interference channel
states γI for D-RAN, C-RAN, and F-RAN (dc = 3, de = 2, ε = 0.01,
NS = NI = 15, γS = 5 dB, and v = 100 km/h).

compensating for low direct CSI channels by leveraging the
cross-channel signal paths. In fact, C-RAN is able to treat the
cross-channels as useful signals rather than as interference.

VII. CONCLUSIONS

The control-data separation architecture offers a promising
guiding principle for the implementation of functional splits
between edge and cloud, as enabled by NFV, in fog-aided
5G systems. In this paper, we have analyzed the relative
merits of functional splits whereby rate selection and data
decoding are carried out either at the edge or at the cloud by
adopting the criterion of ε-outage adaptive sum-rate. Among
the main conclusions, this paper showed that the fully cen-
tralized architecture favored in the original instantiation of the
C-RAN architecture is to be preferred only if the fronthaul
latency is small or the time-variability of the channel is
limited. Otherwise, a fog-based solution, whereby the control
functionality of rate selection is carried out at the edge while
joint data decoding is performed at the cloud, yields potentially
significant gains. This conclusion demonstrates the value of
decentralized but more timely CSI as compared to centralized
but delayed CSI for the purpose of scheduling.

Among interesting open problems, we mention here the
study of models that allow for a more general definition of
functional splits including a flexible demarcation line at the
physical layer. Another relevant open aspect is the impact
of outage events due to quasi-static fading or continuously
varying fading, both in terms of coding strategies at the
physical layer, such as the broadcast approach [26], and of
retransmission policies at the data link layer. In the latter
case, combining the edge-based feedback techniques of [9]
and [11] with the F-RAN rate scheduling methods proposed
in this paper would be of particular interest. Yet another issue
is the modeling of both capacity and delays on the fronthaul
links (see [27]). Finally, it would be interesting to study
downlink communication under the same assumptions on the
heterogeneity of CSI available at edge and cloud considered
in this paper.
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APPENDIX A

Here, we follow [20] to define the NS-state Markov model
for the direct channel gains. Defining as γS the average
SNR of the direct channel states, the values {S1, . . . , SNS}
of the direct channel gains are obtained by selecting each
value Sm to be equal to the middle point in the quantiza-
tion interval [ΓS,m, ΓS,m+1), which is identified by solving
the equal-probability conditions 1/NS = exp(−ΓS,m/γS) −
exp(−ΓS,m+1/γS) with ΓS,1 = 0 and ΓS,NS+1 = ∞
for m = 1, . . . , NS . In a similar manner, defining as γI

the average SNR of the cross-channel states, the value Im

is equal to the middle point in each quantization interval
[ΓI,m, ΓI,m+1), which is obtained by solving the equations
1/NI = exp(−ΓI,m/γI) − exp(−ΓI,m+1/γI) with ΓI,1 = 0
and ΓI,NI+1 = ∞ for m = 1, . . . , NI . For a mobile moving
with velocity v and transmitting with a carrier of wavelength
λ, the transition probabilities are given as

px,mn =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

N(Γx,m)Tp

πx,n
if m = n + 1,

N(Γx,n)Tp

πx,n
if m = n − 1,

0 if |m − n| > 1,

(25)

for x ∈ {S, I}, where Γx,m is N(Γx,m) =√
2πΓx,m/γxv/λ exp(Γx,m/γx) is the crossing rate of

state Γx,m for Clarke’s model [20] and Tp is the duration of
a slot.

APPENDIX B

The RCC chooses the rates R1 and R2 when I1(t−d) = I1

and I2(t − d) = I2 in such a way that the probability that
the chosen rates are outside the capacity region CI1(t)I2(t)

for the current channel states I1(t) and I2(t) in (9) is less
than ε. Specifically, referring to Fig. 5 for an illustration, when
I1(t − d) = Ix and I2(t − d) = Iy:

• If ε ≤ PLL
xy , the RCC selects R1 = R2 = CLL/2 (point

A in Fig. 5);
• If 1 − PHH

xy < ε ≤ 1, the RCC selects R1 = R2 =
CHH/2 (point B in Fig. 5);

• If PLL
xy < ε ≤ 1−PHH

xy and CLH ≤ 2 log2(1 + S + IL),
the RCC selects R1 = R2 = CLH/2 (point C in Fig. 5(a)
and Fig. 5(b));

• If PLL
xy < ε ≤ P̃xy and CLH > 2 log2(1 + S + IL),

the RCC selects R1 = R2 = log2(1 + S + IL) (point D
in Fig. 5(c));

• If P̃xy < ε ≤ 1 − PHH
xy and CLH > 2 log2(1 + S + IL),

the RCC selects either R1 = CLH − log2(1+S+IL) and
R2 = log2(1 + S + IL) (point E′ in Fig. 5(c)), or R1 =
log2(1+S+IL) and R2 = CLH −log2(1+S+IL) (point
E′′ in Fig. 5(c)), where the first rate pair is selected when
PHL

xy +PLL
xy < PLH

xy +PLL
xy and the other pair otherwise.

We will argue next that these choices guarantee a probability
of outage (10) no larger than ε. A.

A. When R1+R2 = CLL (point A in Fig. 5), the probability
of outage can be easily seen to be zero, as discussed
before, because the capacity region CLL is included in
a capacity region CI1(t)I2(t) with any current channel
states {I1(t), I2(t)}.

B. If the rates are selected so that R1+R2 = CHH (point B
in Fig. 5), the upper bound (10) on the outage probability
is easily seen to be 1 − PHH

xy , which, in the relevant
regime, does not exceed ε, since any interference state
other than I1(t) = IH and I2(t) = IH causes an outage.
It can also be noted that the upper bound (10) is in fact
tight, since the outage events for the two users coincide.

C. If CLH ≤ 2 log2(1+S+IL), the capacity regions (9) are
shown in Fig. 5(a) and Fig. 5(b). If the rates are selected
to be R1 = R2 = CLH/2 (point C in Fig. 5(a) and
Fig. 5(b)), the upper bound on the probability of outage
can be calculated as PLL

xy , since only the interference
state {I1(t) = IL, I2(t) = IL} causes an outage.
Again, this probability is, by definition of the scheduling
scheme, less than ε, and the upper bound is in fact tight.

D. If CLH > 2 log2(1 + S + IL), the capacity regions (9)
are shown in Fig. 5(c). If the rates are selected such
that R1 = R2 = log2(1+S + IL) (point D in Fig. 5(c)),
the upper bound (10) on the outage probability is easily
seen to be tight and equal to PLL

xy , which is smaller than
ε in the relevant regime.

E. If CLH > 2 log2(1+S+IL) and the rate pair (R1, R2) =
(CLH − log2(1 + S + IL), log2(1 + S + IL)) at E′

is selected, the upper bound (10) on the probability
of outage is equal to PHL

xy + PLL
xy and tight. This is

because an outage for both users is caused by the states
(I1(t), I2(t)) = (IH , IL) and (I1(t), I2(t)) = (IL, IL).
In a similar manner, if the rate pair (R1, R2) = (log2(1+
S + IL), CLH − log2(1 + S + IL)) at E′′ is selected,
the probability of outage is given as PLH

xy + PLL
xy .

Therefore, by selecting between the rate pairs at E′

and E′′, we obtain the probability of outage P̃xy =
min(PHL

xy +PLL
xy , PLH

xy +PLL
xy ). This outage probability

is also smaller than ε by construction of the scheduling
scheme.

REFERENCES

[1] J. Kang, O. Simeone, J. Kang, and S. S. Shamai (Shitz), “Control-data
separation across edge and cloud for uplink communications in C-RAN,”
in Proc. IEEE Wireless Commun. Net. Conf., San Francisco, CA, USA,
Mar. 2017, pp. 1–6.

[2] J. Huang and R. Duan, “C-RAN: The road towards green RAN,” ver.
3.0, China Mobile Res. Inst., Beijing, China, White Paper, Oct. 2013.

[3] J. Huang and Y. Yuan, “White paper of next generation fronthaul
interface,” ver. 1.0, China Mobile Res. Inst., Beijing, China, White Paper,
Jun. 2015. [Online]. Available: http://labs.chinamobile.com/cran

[4] EU H2020 5G NORMA. (Jan. 2017). D3.2, 5G NORMA
Network Architecture—Intermediate Report. [Online] Available:
https://5gnorma.5g-ppp.eu

[5] D. Wubben et al., “Benefits and impact of cloud computing on 5G signal
processing: Flexible centralization through cloud-RAN,” IEEE Signal
Process. Mag., vol. 31, no. 6, pp. 35–44, Nov. 2014.

[6] O. Simeone, A. Maeder, M. Peng, O. Sahin, and W. Yu, “Cloud radio
access network: Virtualizing wireless access for dense heterogeneous
systems,” J. Commun. Netw., vol. 18, no. 2, pp. 135–149, Apr. 2016.

[7] P. Rost et al. (Apr. 2017). “Network slicing to enable scalability and
flexibility in 5G mobile networks.” [Online]. Available: https://arxiv.
org/abs/1704.02129

[8] C.-Y. Chang, R. Schiavi, N. Nikaein, T. Spyropoulos, and C. Bonnet,
“Impact of packetization and functional split on C-RAN fronthaul per-
formance,” in Proc. IEEE Int. Conf. Commun., Kuala Lumpur, Malaysia,
May 2016, pp. 1–7.

[9] U. Dötsch, M. Doll, H.-P. Mayer, F. Schaich, J. Segel, and P. Sehier,
“Quantitative analysis of split base station processing and determination
of advantageous architectures for LTE,” Bell Labs Tech. J., vol. 18, no. 1,
pp. 105–128, Jun. 2013.



3696 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 17, NO. 6, JUNE 2018

[10] P. Rost and A. Prasad, “Opportunistic hybrid ARQ—Enabler of
centralized-RAN over nonideal backhaul,” IEEE Wireless Commun.
Lett., vol. 3, no. 5, pp. 481–484, Oct. 2014.

[11] S. Khalili and O. Simeone, “Inter-layer per-mobile optimization of
cloud mobile computing: A message-passing approach,” Trans. Emerg.
Telecommun. Technol., vol. 27, no. 6, pp. 814–827, Feb. 2016.

[12] A. Mohamed, O. Onireti, M. A. Imran, A. Imran, and R. Tafazolli,
“Control-data separation architecture for cellular radio access networks:
A survey and outlook,” IEEE Commun. Surveys Tuts., vol. 18, no. 1,
pp. 446–465, 1st Quart., 2015.

[13] S. Gulati, B. Natarajan, S. Kalyanasundaram, and R. Agrawal, “Per-
formance analysis of centralized RAN deployment with non-ideal fron-
thaul in LTE-advanced networks,” in Proc. IEEE Veh. Technol. Conf.,
May 2016, pp. 1–5.

[14] M. Johnston and E. Modiano, “A new look at wireless scheduling
with delayed information,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT),
Jun. 2015, pp. 1407–1411.

[15] A. Sengupta, R. Tandon, and O. Simeone. (May 2016). “Fog-aided
wireless networks for content delivery: Fundamental latency tradeoffs.”
[Online]. Available: https://arxiv.org/abs/1605.01690

[16] S. Sreekumar, B. K. Dey, and S. R. B. Pillai, “Distributed rate adaptation
and power control in fading multiple access channels,” IEEE Trans. Inf.
Theory, vol. 61, no. 10, pp. 5504–5524, Oct. 2015.

[17] Study on Latency Reduction Techniques for LTE (Release 14), docu-
ment TR 36.881, 3rd Generation Partnership Project, 2016.

[18] NGMN Alliance. (Mar. 2015). Further Study on Critical C-RAN Tech-
nologies. [Online] Available: https://www.ngmn.org

[19] N. Nikaein, “Processing radio access network functions in the cloud:
Critical issues and modeling,” in Proc. Int. Workshop Mobile Cloud
Comput. Services, Paris, France, Sep. 2015, pp. 36–42.

[20] H. S. Wang and N. Moayeri, “Finite-state Markov channel-a useful
model for radio communication channels,” IEEE Trans. Veh. Technol.,
vol. 44, no. 1, pp. 163–171, Feb. 1995.

[21] Y. Wei, F. R. Yu, and M. Song, “Distributed optimal relay selection in
wireless cooperative networks with finite-state Markov channels,” IEEE
Trans. Veh. Technol., vol. 59, no. 5, pp. 2149–2158, Jun. 2010.

[22] K. Zheng, F. Liu, L. Lei, C. Lin, and Y. Jiang, “Stochastic performance
analysis of a wireless finite-state Markov channel,” IEEE Trans. Wireless
Commun., vol. 12, no. 2, pp. 782–793, Feb. 2013.

[23] J. R. Norris, Markov Chains. Cambridge, U.K.: Cambridge Univ. Press,
1998.

[24] A. El Gamal and Y.-H. Kim, Network Information Theory. Cambridge,
U.K.: Cambridge Univ. Press, 2011.

[25] J. E. Falk, “A linear max—Min problem,” Math. Program., vol. 5, no. 1,
pp. 169–188, 1973.

[26] S. Shamai (Shitz) and A. Steiner, “A broadcast approach for a single-
user slowly fading MIMO channel,” IEEE Trans. Inf. Theory, vol. 49,
no. 10, pp. 2617–2635, Oct. 2003.

[27] S.-H. Park, O. Simeone, O. Sahin, and S. Shamai (Shitz), “Fron-
thaul compression for cloud radio access networks: Signal processing
advances inspired by network information theory,” IEEE Signal Process.
Mag., vol. 31, no. 6, pp. 69–79, Nov. 2014.

Jinkyu Kang received the B.Sc. degree in electrical
communications engineering, the M.Sc. degree in
electrical engineering, and the Ph.D. degree in elec-
trical engineering from the Korea Advanced Insti-
tute of Science and Technology (KAIST), Daejeon,
South Korea, respectively, in 2009, 2011, and 2015,
respectively. From 2012 to 2013, he was a Visiting
Scholar with the New Jersey Institute of Technol-
ogy, Newark, NJ, USA, and he was a Postdoctoral
Research Fellow with the Information and Electron-
ics Research Institute, KAIST, from 2015 to 2016.

He was a Postdoctoral Research Fellow with the School of Engineering and
Applied Sciences (SEAS), Harvard University, Cambridge, MA, USA, from
2016 to 2017. His research interests include wireless communication, signal
processing for cooperative communication, and information theory.

Osvaldo Simeone (M’02–SM’12–F’16) is a Profes-
sor of Information Engineering with the Centre for
Telecommunications Research at the Department of
Informatics of King’s College London. He received
an M.Sc. degree (with honors) and a Ph.D. degree in
information engineering from Politecnico di Milano,
Milan, Italy, in 2001 and 2005, respectively. From
2006 to 2017, he was a faculty with the Electrical
and Computer Engineering (ECE) Department at the
New Jersey Institute of Technology (NJIT), where

he was affiliated with the Center for Wireless Information Processing (CWiP).
His research interests include wireless communications, information theory,
optimization and machine learning. Dr Simeone is a co-recipient of the 2017
JCN Best Paper Award, the 2015 IEEE Communication Society Best Tutorial
Paper Award and of the Best Paper Awards of IEEE SPAWC 2007 and IEEE
WRECOM 2007. He was awarded a Consolidator grant by the European
Research Council (ERC) in 2016. His research has been supported by the
U.S. NSF, the ERC, the Vienna Science and Technology Fund, as well by
a number of industrial collaborations. He currently serves in the Editorial
Board of the IEEE Signal Processing Magazine and he is a Distinguished
Lecturer of the IEEE Information Theory Society. Dr Simeone is a co-author
of a monograph, an edited book published by Cambridge University Press
and more than one hundred research journal papers. He is a Fellow of the
IEEE.

Joonhyuk Kang (S’00–M’03) received the B.S.E.
and M.S.E. degrees from Seoul National University,
Seoul, South Korea, in 1991 and 1993, respectively,
and the Ph.D. degree in electrical and computer
engineering from The University of Texas at Austin
in 2002. He is currently a Faculty Member with
the Department of Electrical Engineering, Korea
Advanced Institute of Science and Technology,
Daejeon, South Korea.

From 1993 to 1998, he was a Research Staff mem-
ber with Samsung Electronics, Suwon, South Korea,

where he was involved in the development of DSP-based real-time control
systems. In 2000, he was with Cwill Telecommunications, Austin, TX, USA,
where he participated in the project for multi-carrier CDMA systems with
antenna array. He was a Visiting Scholar with the School of Engineering and
Applied Sciences, Harvard University, Cambridge, MA, USA, from 2008 to
2009. His research interest includes signal processing for cognitive radio,
cooperative communication, physical-layer security, and wireless localization.
He is a member of Korea Information and Communications Society and Tau
Beta Pi (The Engineering Honor Society). He was a recipient of the Texas
Telecommunication Consortium Graduate Fellowship from 2000 to 2002.

Shlomo Shamai (Shitz) (M’82–SM’89–F’94)
received the B.Sc., M.Sc., and Ph.D. degrees in
electrical engineering from the Technion—Israel
Institute of Technology, in 1975, 1981 and 1986
respectively.

During 1975–1985 he was with the Communica-
tions Research Labs, in the capacity of a Senior
Research Engineer. Since 1986 he is with the Depart-
ment of Electrical Engineering, Technion—Israel
Institute of Technology, where he is now a Tech-
nion Distinguished Professor, and holds the William

Fondiller Chair of Telecommunications. His research interests encompasses a
wide spectrum of topics in information theory and statistical communications.

Dr. Shamai (Shitz) is an IEEE Fellow, an URSI Fellow, a member of the
Israeli Academy of Sciences and Humanities and a foreign member of the
US National Academy of Engineering. He is the recipient of the 2011 Claude
E. Shannon Award, the 2014 Rothschild Prize in Mathematics/Computer
Sciences and Engineering and the 2017 IEEE Richard W. Hamming Medal.

He has been awarded the 1999 van der Pol Gold Medal of the Union
Radio Scientifique Internationale (URSI), and is a co-recipient of the 2000
IEEE Donald G. Fink Prize Paper Award, the 2003, and the 2004 joint
IT/COM societies paper award, the 2007 IEEE Information Theory Society
Paper Award, the 2009 and 2015 European Commission FP7, Network of
Excellence in Wireless COMmunications (NEWCOM++, NEWCOM#) Best
Paper Awards, the 2010 Thomson Reuters Award for International Excellence
in Scientific Research, the 2014 EURASIP Best Paper Award (for the
EURASIP Journal on Wireless Communications and Networking), and the
2015 IEEE Communications Society Best Tutorial Paper Award. He is also
the recipient of 1985 Alon Grant for distinguished young scientists and the
2000 Technion Henry Taub Prize for Excellence in Research. He has served
as Associate Editor for the Shannon Theory of the IEEE Transactions on
Information Theory, and has also served twice on the Board of Governors of
the Information Theory Society. He has also served on the Executive Editorial
Board of the IEEE TRANSACTIONS ON INFORMATION THEORY and on
the IEEE INFORMATION THEORY SOCIETY Nominations and Appointments
Committee.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


