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Introduction

The Case for a Broadcast Approach

Ergodic capacity, the codeword is transmitted over many block (many realizations
of S) → I(X;Y |S). Consider a state dependent channel (Cover ’72): P (Y |X,S)
Y - channel output Y ∈ Y.

X - channel input X ∈ X.

S - channel state parameter, where S ∈ S.
Broadcast approach = Variable-to-Fixed channel coding
(Verdu-Shamai-IT’10)
This is viewed as a broadcast setting where each possible state S is
associated with a different receiver.
Given a probability space for S, problems of average type
(rate/delay/distortion) performance are motivated.

F Reliable transmission with rate adapted to actual channel realization, where
channel state is unavailable at the transmitter (Cover’72), (Equitz-Cover’91),

(Rimoldi’94), (Shamai’97), (Shamai-Steiner-IT ’03), .
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Introduction

The Block Fading Channel Model

y = hx + n (1)

x1×N - transmitted vector, with power constraint 1
N

E[xx†] ≤ P .
y1×N - received vector.
n1×N - additive white Gaussian noise (AWGN), with iid elements N(0, 1).
h - fading coefficient, perfectly known by the receiver, fixed over every block, N(0, 1) iid
distributed over multiple blocks.
s = |h|2 - channel state parameter.

h remains fixed during every transmission block-during which the full message
is transmitted, and known at the receiver, but unavailable at the transmitter

Ergodic capacity of the fading channel: E 1
2 log(1 + |h|2P )

Details in (Shamai ’97) (Shamai-Steiner-IT ’03).
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Introduction

Broadcast Approach - Definitions

s - fading gain designating SNR of a virtual receiver.

Transmitter views a degraded broadcast channel.

R(s) - the reliably conveyed information rate at fading level s.

Power assigned to the s-th stream ρ(s)ds.

Information streams indexed by u > s are undetectable =⇒ residual
interference I(s).
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Introduction

Broadcast Approach - Overview

Incremental differential rate

dR(s) = 1
2 log

(
1 + sρ(s)ds

1 + sI(s)

)
= 1

2 ·
sρ(s)ds

1 + sI(s) (2)

The residual interference power is

I(s) =
∞∫
s

ρ(u)du (3)

Total transmitted power P is

P =
∞∫

0

ρ(u)du = I(0) (4)
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Introduction

Broadcast Approach - Overview

Reliable rate at fading level s

R(s) = 1
2

∫ s

0

uρ(u)du
1 + uI(u) (5)

Expected achievable broadcasting rate

RT =
∫ ∞

0
du fs(u)R(u) =

∫ ∞
0

du
1
2(1− Fs(u)) uρ(u)

1 + uI(u) (6)

fs(u) - the pdf of the fading power s, Fs(u) =
u∫
0
dafs(a) - the corresponding

cdf.
Optimization problem: maximize expected rate over the input power
distribution

RT,max = max
I(u)

∫ ∞
0

du
1
2(1− Fs(u)) uρ(u)

1 + uI(u) ≡ max
I(u)

∫ ∞
0

duS(u, I, Iu) (7)

where Iu ≡ dI(u)
du = −ρ(u).
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Introduction

Broadcast Approach - Overview I

Proposition 1
The power distribution, which maximizes the expected throughput in (7) is

I(x) =
{

1−Fs(x)−x·fs(x)
x2fs(x) , x0 ≤ x ≤ x1

0 , else
(8)

where x0 is determined by I(x0) = P , and x1 by I(x1) = 0. And the
broadcasting rate is expressed as function of the fading gain distribution

Ropt(s) =


0 s < x0

log(s/x0) + 1
2 log

(
fs(s)
fs(x0)

)
u0 ≤ s ≤ u1

log(x1/x0) + 1
2 log

(
fs(x1)
fs(x0)

)
s > x1

(9)

A. Steiner and S. Shamai (Shitz) Information Bottleneck Broadcast Approach February 2–7, 2020 8 / 35



Introduction

Broadcast Approach - Overview II

Proof : The extremum condition for the functional (7) is given by the associated
Eüler equation

SI −
d

du
SIu

= 0

which simplifies from a differential equation into a linear equation by I(u),
yielding (8).
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Introduction

Broadcast vs. Outage (a special case)

y = hx + n, Channel model: block fading

2
hs =

ths ths

1s 2s 3s 4s

1R

t

t

Transmited:

Reliably 
decoded:

∫= )(sdRRbs

t
Outage Approach:

t
Transmited:

Broadcast Approach:

t

∫=
ks

kbs sdRsR
0

)()( ∫= dssRsfR bsavgbs )()(,

Outage Region

Reliably 
decoded:

)1log(1 thPsR +=

Outage Events)1log()1( thoutageavg PsPR +−=
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Information Bottleneck Channel

Information Bottleneck Channel Model I

S
hX

R
Y Z

CWireless Fading
Fixed capacity link

D
Z

In classical Gaussian bottleneck problem the random variable triplet
X − Y − Z forming a Markov chain, and related according to

Y = h ·X +N, s = |h|2, (10)

Maximize ’relevance’: I(X;Z), under the constraint of ’complexity’: I(Y ;Z)

For information transmission: The bottleneck channel output Z is a
compressed version of Y adhering to a limited capacity of the bottleneck
channel C, and oblivious to the transmission codebook

This is equivalent to remote source coding (Dobrushin ’62) with logarithmic
loss
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Information Bottleneck Channel

Information Bottleneck Channel Model II

For the Gaussian X case (Tishby et. al. ’99) Y − Z is a Gaussian channel

CObliv = I(X;Z) = 1
2 log(1 + P |h|2)

− 1
2 log(1 + P |h|2 · exp(−2C)),

(11)

Thus the original Fs(u) the cdf of the fading is replaced by Fv(u) the cdf of
an equivalent fading gain FPReq, which equals

Fv(u) = Fs

(
u

1− (1 + Pu) exp(−2C)

)
, 0 ≤ u ≤ (exp(2C)− 1)/P (12)
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Oblivious Broadcasting

Oblivious Broadcasting over the Information
Bottleneck Channel

The channel model for Z can be expressed by

Z = sqrt(FPReq)X +N, (13)

where N is a unit variance Gaussian noise, and

FPReq = s(1− exp(−2C))
1 + s · P · exp(−2C) (14)

Single layer coding (outage), maximal achievable expected rate is

R1,obliv,avg = max
sth≥0

(1− Fs(sth)) 1
2 log

(
1 + sth(1−exp(−2C))P

1+sth·P ·exp(−2C)

)
(15)

Continuous broadcast approach is optimized for a fading distribution Fν(u)
where ν = FPReq (14): equivalent channel gain depending on the channel
fading gain s, bottleneck channel capacity C, and transmission power P
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Decode-Forward Broadcasting

Decode-Forward Broadcasting over the
Information Bottleneck Channel

Decode-forward (non-oblivious) approach, the relay received codeword in Y
can be decoded, and the decoded data rate limited to C can be reliably
conveyed to destination Z.

Single layer coding, maximal achievable expected rate is

R1,non−obliv,avg = max
0≤sth≤exp(2C)−1

(1− Fs(sth)) · 1
2 log(1 + sthP ) (16)

Broadcast approach: Layers are successively decoded from Y . Successfully
decoded layers are reliably conveyed to Z, provided that total rate ≤ C

The broadcast approach maximal achievable expected rate can be obtained in
a closed form
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Decode-Forward Broadcasting

Decode-Forward Broadcasting: Expected
Rate Maximization I

Proposition 2

The expected average achievable rate of the broadcast approach is obtained by
the following power distribution

Iopt(u) = arg max
I(u)

1
2

∞∫
0

du(1− Fs(u)) ρ(u)u
1 + I(u)u, s.t.

∞∫
0

du
ρ(u)u

1 + I(u)u ≤ C

The optimal power allocation is

Iopt(u) =


P u < u0
1−Fs(u)+λopt−u·fs(u)

u2fs(u) u0 ≤ u ≤ u1

0 u > u1

(17)
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Decode-Forward Broadcasting

Decode-Forward Broadcasting: Expected
Rate Maximization II

where λopt ≥ 0 in Proposition 2 is a Lagrange multiplier specified by

λopt = −u1 · fs(u1)− 1 + Fs(u1) (18)

and for any λopt > 0,

u2
1 · fs(u1) = exp(2C) · u2

0 · fs(u0) (19)
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Numerical Results

Oblivious Single-Layer-Coding over the
Information Bottleneck Channel
Single layer coding vs. ergodic capacity, as function of bottleneck channel capacity
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Numerical Results

Oblivious Broadcasting over the Information
Bottleneck Channel
Single layer vs. Broadcast approach vs. ergodic capacity vs. bottleneck capacities
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Numerical Results

Decode-Forward Broadcasting over the
Information Bottleneck Channel
Single layer vs. Broadcast approach vs. ergodic capacity vs. bottleneck capacities
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Numerical Results

Oblivious and Decode-Forward Broadcasting
over the Information Bottleneck Channel
Oblivious vs. Decode-Forward vs. Single layer vs. Broadcast approach
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Bottleneck Capacity Uncertainty

Broadcasting under Information Bottleneck
Capacity Uncertainty I

Bottleneck capacity may dynamically change due to rapidly varying
bandwidth demands

It is assumed that transmitter has no information of the available bottleneck
capacity, only its distribution. The relay knows the available capacity for each
codeword

Uncertainty of a bottleneck channel capacity is defined by a discrete random
variable Cb, which admits to N capacity values {Ci}Ni=1 s.t.
C1 ≥ C2 ≥ · · · ≥ CN , with corresponding probabilities {pb,i}Ni=1, s.t. pb,i ≥ 0
and

∑N
i=1 pb,i = 1.

The average bottleneck capacity is denoted by C̄ = E[Cb]
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Bottleneck Capacity Uncertainty

Oblivious Broadcasting under Information
Bottleneck Capacity Uncertainty I

Under oblivious broadcasting, the combined equivalent channel viewed by the
transmitter

FPReq(s, Cb) = s(1− exp(−2Cb))
1 + s · P · exp(−2Cb)

, s = |h|2, (20)

Continuous broadcast approach is optimized for a fading distribution Fµ(u)
where µ = FPReq(s, Cb) (20) : equivalent channel gain depending on the
fading gain realization s, and bottleneck channel capacity Cb available per
codeword

The cdf of this fading gain is

Fµ(u) =
N∑
i=1

pb,iFs

(
u

1− (1 + Pu) exp(−2Ci)

)
(21)
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Bottleneck Capacity Uncertainty

Oblivious Broadcasting under Information
Bottleneck Capacity Uncertainty II

A simple upper bound for the oblivious is given by the fixed backhaul
capacity C = C̄ (the average), which actually is the exact result in case of
ergodic backhaul model (that is there are many backhaul realizations during
a single fading state).

The decode and forward strategy is immediate, as for any fading power s
realization the respective number of layers are decoded, and the rate
transmitted to the destination can not be larger than the actual backhaul
realization Ci.
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Numerical Results

Oblivious Single-Layer-Coding over Variable
Capacity Information Bottleneck Channel
Oblivious single layer coding, C =

∑N
i=1 pb,iCi, and pb,1 = 1/3
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Numerical Results

Oblivious Broadcast Approach over Variable
Capacity Information Bottleneck Channel
Oblivious Broadcast approach, C =

∑N
i=1 pb,iCi, and pb,1 = 1/3
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Numerical Results

Oblivious Broadcast Approach over Variable
Capacity Information Bottleneck Channel
Single Layer vs. Broadcast approach vs. Ergodic Capacity
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Conclusion

Conclusion and Future Work I

Broadcast approach with oblivious and decode-forward bottleneck fading
channel was studied. Both fixed and variable bottleneck channel capacity
are considered, where transmitter does not know fading realization and
bottleneck capacity, only their distribution

The optimal continuous layering power distribution maximizing the expected
achievable rate was obtained in closed form

The decode-forward approach has a noticeable advantage over the oblivious
relay at high SNRs, for both the single layer coding and the broadcast
approach

The broadcast approach usually gains more compared to the single layer
coding under the decode-forward strategy
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Conclusion

Conclusion and Future Work II

Multilayering at the transmitter gives little advantage for mild fading and
high SNR (P ) regimes (it is seen that P · FPReq depends at the limit
P →∞, only of the realizations Ci). The performance then of oblivious and
decode and forward techniques are similar
Future work may include

adapting the broadcast MIMO approach (Shamai et. al. ’03) for the vector
bottleneck channel (Winkelbauer et. al. ’14)
Extending the bottleneck channel model to multiple relays - the diamond
channel (Aguerri et. al. 2019)
Extending the model to multiple users, relevant to Cloud Radio Access
Networks (CRAN) (Aguerri et. al. 2019)
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Conclusion

Conclusion and Future Work III

Extending previous efforts (Karasik et al, 2013) to scenarios where the variable
backhaul links capacities {Ci} are not available at the relay node, but at the
destination only. Successive refinement source coding techniques (Tian et. al.
2008) and (Ng et. al. 2009) adapted to the logarithmic loss, provide the basic
tools that are in current study for this application adhering to oblivious
processing
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channel. Two main approaches are considered, the first is an oblivious approach, where the
sampled noisy observations are compressed and transmitted over the bottleneck channel without
having any knowledge of the original information codebook. This is compared to a
decode-forward (non-oblivious) approach where the sampled noisy data is decoded, and whatever
is successfully decoded is reliably transmitted over the bottleneck channel. The work is extended
for an uncertain bottleneck channel capacity setting, where transmitter is not aware of the
available backhaul capacity per transmission, but rather its capacity distribution. In both settings
it is possible to analytically describe in closed form expressions, the optimal continuous layering
power distribution which maximizes the average achievable rate.

A. Steiner and S. Shamai (Shitz) Information Bottleneck Broadcast Approach February 2–7, 2020 35 / 35


	Introduction
	Information Bottleneck Channel
	Oblivious Broadcasting
	Decode-Forward Broadcasting
	Numerical Results
	Bottleneck Capacity Uncertainty
	Numerical Results
	Conclusion
	Paper

