Single-RF Multi-User Communication Through Reconfigurable Intelligent Surfaces: An Information-Theoretic Analysis
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Abstract—Reconfigurable intelligent surfaces (RISs) are typically used in multi-user systems to mitigate interference among active transmitters. In contrast, this paper studies a setting with a conventional active encoder as well as a passive encoder that modulates the reflection pattern of the RIS. The RIS hence serves the dual purpose of improving the rate of the active encoder and of enabling communication from the second encoder. The capacity region is characterized, and information-theoretic insights regarding the trade-offs between the rates of the two encoders are derived by focusing on the high- and low-power regimes.

I. INTRODUCTION

A reconfigurable intelligent surface (RIS) is a nearly-passive device that can shape the wireless propagation channel by applying phase shifts to the incident signals [1]–[7]. In multi-user (MU) systems, RISs can help mitigate inter-user interference and obtain beamforming gain for standard active transmitters [8]–[15]. To this end, the configuration of the RIS is kept fixed for the duration of a coherence interval and optimized to maximize some function of the achievable rates [8]–[15]. In this paper, we study a different use of RISs, whereby a single active transmitter coexists with a passive user, having no direct radio frequency (RF) chain, that conveys its own message by modulating the reflection pattern of the RIS (see Fig. 1). With reference to Fig. 1, the RIS is accordingly used for the dual purpose of enhancing the rate of the active encoder (Encoder 1) and of enabling communication for the passive encoder (Encoder 2). Unlike prior work [16] that focused on a specific transmission strategy, this paper concentrates on the information-theoretic analysis of the rate trade-offs between the two encoders, providing fundamental insights.

Related Work: A comprehensive survey of the state-of-the-art on RIS-aided MU systems is available in [1]. As notable representative examples of works involving active transmitters, the maximization of the weighted sum-rate in RIS-aided MU systems was studied in [8]–[11], whereas references [12], [13] focused on optimizing the energy efficiency, and papers [14], [15] on physical-layer security and outage-probability enhancements. A MU system with an active transmitter and
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while still enabling non-zero-rate communication for Encoder 1. Finally, numerical examples demonstrate the dual role of the RIS as means to enhance the transmitted signal on the one hand and as the enabler of MU communication on the other hand.

**Notation:** Random variables, vectors, and matrices are denoted by lowercase, boldface lowercase, and boldface uppercase Roman font letters, respectively. Realizations of random variables, vectors, and matrices are denoted by lowercase, boldface lowercase, and boldface uppercase italic-font letters, respectively. For example, \( x \) is a realization of random variable \( X \), \( \mathbf{v} \) is a realization of random vector \( \mathbf{V} \), and \( \mathbf{X} \) is a realization of random matrix \( \mathbf{X} \). For any positive integer \( K \), we define the set \([K] = \{1, 2, \ldots, K\}\). The cardinality of a set \( A \) is denoted as \(|A|\). The \( \ell^2 \)-norm and the conjugate transpose of a vector \( \mathbf{v} \) are denoted as \( \| \mathbf{v} \| \) and \( \mathbf{v}^* \), respectively. \( \text{diag}(\mathbf{v}) \) represents a diagonal matrix with diagonal given by the vector \( \mathbf{v} \). The vectorization of matrix \( \mathbf{H} \), i.e., the operator that stacks the columns of \( \mathbf{H} \) on top of one another, is denoted by \( \text{vec}(\mathbf{H}) \).

The Kronecker product \( \mathbf{I}_m \otimes \mathbf{B} \) of the identity matrix of size \( m \) and matrix \( \mathbf{B} \) is denoted as \( \mathbf{B}^{m \otimes} \).

### II. System Model

We consider the system depicted in Fig. 1 in which two encoders communicate with a decoder equipped with \( N \) antennas over a quasi-static fading channel in the presence of an RIS that comprises \( K \) nearly-passive reconfigurable elements. Encoder 1 is equipped with a single-RF transmitter and encodes its message \( w_1 \in [2^{R_1}] \) of rate \( R_1 \) [bits/symbol] into a codeword of \( n \) symbols sent on the wireless link to the decoder. In contrast, Encoder 2 encodes its message \( w_2 \in [2^{R_2}] \) of rate \( R_2 \) [bits/symbol] in a passive manner by modulating the reflection pattern of the RIS. The reflection pattern is controlled through a rate-limited control link, and is defined by the phase shifts that each of the \( K \) RIS elements applies to the impinging wireless signal. Encoder 2 represents, for example, a sensor embedded in the RIS that applies metasurface-based modulation in order to convey its sensed data without emitting a new radio wave [5, Sec. 3.3].

A coding slot consists of \( n \) symbols, which are divided into \( n/m \) blocks of \( m \) symbols each, with \( n/m \) assumed to be integer. Specifically, the codeword transmitted by Encoder 1 as a function of message \( w_1 \) occupies the entire coding slot, and it includes \( n \) symbols from a constellation \( S \) of \( |S| = 8 \) points. Furthermore, the RIS is controlled by Encoder 2 by selecting the phase shift applied by each of the \( K \) elements of the RIS from a finite set \( A \) of \( |A| \) distinct hardware-determined values as a function of the message \( w_2 \). Due to practical limitations on the RIS control rate, the phase shifts can only be modified once for each block of \( m \) consecutive transmitted symbols. During the \( m \)-th block, the fraction of the codeword of Encoder 1 consisting of \( m \) transmitted symbols is denoted by \( s(t) = (s_1(t), \ldots, s_m(t))^T \in \mathbb{F}_2^{m \times 1} \), and is assumed to satisfy the power constraint \( E[s^*(t)s(t)] \leq m \). The phase shifts applied by the RIS in the \( m \)-th block are denoted by the vector \( \mathbf{w}(t) = (w_0(t), \ldots, w_{K-1}(t))^T \), with \( w_k(t) \in A \) being the phase shift applied by the \( k \)-th RIS element, \( k \in [K] \).

We assume quasi-static flat-fading wireless channels, which remain fixed throughout a coding slot. Specifically, the channel from Encoder 1 to the decoder is denoted by \( \mathbf{h}_d \in \mathbb{C}^{M \times 1} \); the channel from Encoder 1 to the RIS is denoted by the vector \( \mathbf{h}_i \in \mathbb{C}^{K \times 1} \); and the channel from the RIS to the \( N \) receiving antennas is denoted by the matrix \( \mathbf{H}_r \in \mathbb{C}^{N \times K} \). Furthermore, we assume that \( \mathbf{h}_d, \mathbf{h}_i, \) and \( \mathbf{H}_r \) are drawn from a continuous distribution. Finally, we denote the signal received by the \( N \) antennas for the \( q \)-th transmitted symbol in block \( t \in [n/m] \) by \( y_q(t) \in \mathbb{C}^{N \times 1}, q \in \{m \} \). The overall received signal matrix \( \mathbf{y}(t) = (y_1(t), \ldots, y_m(t)) \in \mathbb{C}^{N \times m} \) in the \( m \)-th sub-block can hence be written as

\[
\mathbf{y}(t) = \sqrt{P} \mathbf{H}_r \text{diag}(\mathbf{e}^{\mathbf{w}(t)}) \mathbf{h}_s^T(t) + \mathbf{h}_d \mathbf{s}^T(t) + \mathbf{z}(t),
\]

where \( P > 0 \) denotes the transmission power of Encoder 1; the matrix \( \mathbf{H}_r \) combines the channels \( \mathbf{h}_i \) and \( \mathbf{h}_d \); and the matrix \( \mathbf{z}(t) \in \mathbb{C}^{N \times m} \), whose elements are independent and identically distributed (i.i.d.) as \( CN(0,1) \), adds the additive white Gaussian noise at the receiving antennas. In order to characterize the distribution of the output signal \( \mathbf{y}(t) \) in (2), we vectorize it as

\[
\mathbf{y}(t) = \text{vec}(\mathbf{y}(t)) = \sqrt{P} \left( \mathbf{H}_r \mathbf{e}^{\mathbf{w}(t)} + \mathbf{h}_d \right)^{m \otimes} \mathbf{s}(t) + \mathbf{z}(t),
\]

where we have defined the vector \( \mathbf{z}(t) = \text{vec}(\mathbf{z}(t)) \in \mathbb{C}^{N \times m} \).

We assume that both the encoders and the decoder have perfect channel state information (CSI), in the sense that the channel matrix \( \mathbf{H}_r \) and channel vector \( \mathbf{h}_d \) are known. Having received signal \( \mathbf{y}(t) \) in (3) for \( t \in [n/m] \), the decoder produces the estimates \( \hat{\mathbf{w}}_t = \hat{\mathbf{w}}_t(\mathbf{y}(1), \ldots, \mathbf{y}(m/n), \mathbf{H}_r, \mathbf{h}_d) \), for \( t = 1, 2 \), using knowledge of the CSI. Given channel realizations \( \mathbf{H}_r \) and \( \mathbf{h}_d \), a rate pair \((R_1, R_2)\) is achievable if the probability of error satisfies the limit \( \Pr(\hat{\mathbf{w}}_1 \neq \mathbf{w}_1, \hat{\mathbf{w}}_2 \neq \mathbf{w}_2) \to 0 \) when the codeword length grows large, i.e., \( n \to \infty \). The corresponding capacity region \( \mathcal{C}(\mathbf{H}_r, \mathbf{h}_d) \) is defined as the closure of the set of achievable rate pairs.

### III. Capacity Region

In this section, we first derive a general characterization of the capacity region \( \mathcal{C}(\mathbf{H}_r, \mathbf{h}_d) \) for the channel in (3). Then, we leverage this result to provide theoretical insights into the trade-offs between the rate of the two encoders in Fig. 1 by focusing on the low- and high-power regimes.

Most existing works on the multiplicative Gaussian MAC [17], [18] and on RIS-aided systems (see, e.g., [8]) consider Gaussian codebooks for the transmitted signal \( s(t) \). This implies that the resulting achievable rates are formulated in the standard form \( \log_2(1 + \text{SNR}) \). In contrast, as described in Section II, we focus our attention on the more practical model in which the transmitted symbols and the RIS elements’ phase response take values from finite sets [20]. Therefore, in a manner similar to [19], the expressions for the achievable rates that we present in this section are more complex, and require the following definition.

**Definition 1:** The cumulant-generating function (CGF) of a random variable \( u \) conditioned on a random vector \( x \) is defined as

\[
\kappa_r(u|x) = \mathbb{E} \left[ \log_2 \left( \mathbb{E} [e^{ru}|x] \right) \right], \quad \text{for } r \in \mathbb{R},
\]
the value of the conditional CGF for \( r = 1 \) is denoted as \( \kappa(u(x)) \triangleq \kappa_1(u(x)) \).

We now characterize the capacity region in the form of a union of rate regions, with each region corresponding to rates achievable for a specific choice of encoding distributions \( p_s(s) \) and \( p_\theta(\theta) \) of the transmitted symbols \( s(t) \) and RIS phase shifts \( \theta(t) \) in (3), respectively.

**Proposition 1:** For input distributions \( p_s(s) \) and \( p_\theta(\theta) \), let \( \mathcal{R}(p_s, p_\theta, H_{ri}, h_d) \) be the set of rate pairs \( (R_1(H_{ri}, h_d), R_2(H_{ri}, h_d)) \) such that the inequalities

\[
R_{r}(H_{ri}, h_d) \leq -N \log_2(e) - \frac{1}{m} \kappa(u_1|\mathbf{s}_1, \mathbf{\theta}_1, \mathbf{z}), \quad \ell \in \{1, 2\}, (5a)
\]

and

\[
R_1(H_{ri}, h_d) + R_2(H_{ri}, h_d) \leq -N \log_2(e) - \frac{1}{m} \kappa(u_1|\mathbf{s}_1, \mathbf{\theta}_1, \mathbf{z}), (5b)
\]

hold, where random variable \( u_1 \), \( u_2 \), and \( u_3 \) are defined as

\[
u_1 \triangleq \| \mathbf{z} + \sqrt{P} (H_{ri} e^{j\theta_1} + h_d)^{m_0} (s_1 - s_2) \|_2^2, \quad (6a)
\]

\[
u_2 \triangleq \| \mathbf{z} + \sqrt{P} (H_{ri} e^{j\theta_1} - h_d)^{m_0} s_1 \|_2^2, \quad (6b)
\]

\[
u_3 \triangleq \| \mathbf{z} + \sqrt{P} (H_{ri} e^{j\theta_1})^{m_0} s_1 \|_2^2 - \sqrt{P} (H_{ri} e^{j\theta_1} + h_d)^{m_0} s_1 \|_2^2, \quad (6c)
\]

respectively, with independent random vectors \( s_1, s_2 \sim p_s(s) \), \( \mathbf{\theta}_1, \mathbf{\theta}_2 \sim p_\theta(\theta) \), and \( \mathbf{z} \sim \mathcal{CN}(0, I_{N_m}) \).

The capacity region \( \mathcal{C}(H_{ri}, h_d) \) is the convex hull of the union of the regions \( \mathcal{R}(p_s, p_\theta, H_{ri}, h_d) \) over all input distributions \( p_s(s) \) and \( p_\theta(\theta) \) with \( s \in S^{m_0} \times 1, \theta \in \mathbb{A}^{K \times 1} \), such that \( \mathbb{E}[|s|^2] \leq m \).

**Proof:** See Appendix A.

Next, we specialize the results in Proposition 1 to characterize the capacity region in the high- and low-power regimes.

### A. High-Power Regime

The following corollary shows that the capacity region \( \mathcal{C}(H_{ri}, h_d) \) converges to a rectangle as the power of Encoder 1 increases.

**Corollary 1:** For any finite constellation \( \mathcal{S} \) of \( \mathcal{S} = |\mathcal{S}| \) points and any set \( \mathcal{A} \) of \( \mathcal{A} = |\mathcal{A}| \) phases, let \( \mathcal{C} \) be the set of rate pairs \( (R_1, R_2) \) such that

\[
\mathcal{C} \triangleq \left\{ (R_1, R_2) : R_1 \leq \log_2(|\mathcal{S}|), \quad R_2 \leq \frac{K}{m} \log_2(|\mathcal{A}|) \right\}.
\]

(7)

The capacity region \( \mathcal{C}(H_{ri}, h_d) \) converges to \( \mathcal{C} \) as the power \( P \) increases in the sense that \( \mathcal{C}(H_{ri}, h_d) \subseteq \mathcal{C} \), and there exists a sequence of achievable rate pairs \( (R_1(H_{ri}, h_d), R_2(H_{ri}, h_d)) \) in \( \mathcal{C}(H_{ri}, h_d) \) such that, almost surely,

\[
\lim_{P \to \infty} R_1(H_{ri}, h_d) = \log_2(|\mathcal{S}|), \quad (8a)
\]

\[
\lim_{P \to \infty} R_2(H_{ri}, h_d) = \frac{K}{m} \log_2(|\mathcal{A}|). \quad (8b)
\]

**Proof:** See Appendix B.

Corollary 1 implies that, for sufficiently high power \( P \), both encoders can simultaneously achieve their maximum rates. As a result, while not useful in increasing the high-power rate of Encoder 1, the presence of the RIS enables communication at the maximum rate for Encoder 2 without creating deleterious interference on Encoder 1’s transmission.

### B. Low-Power Regime

In this section, we characterize the capacity region \( \mathcal{C}(H_{ri}, h_d) \) in the low-power regime. To simplify the analysis, we focus on a system with one receiver antenna, \( N = 1 \), and an RIS control ratio of \( m = 1 \). For this special case, the channel (3) can be written as

\[
y(t) = \sqrt{P} (H_{ri} e^{j\theta} + h_d) \quad s(t) + z(t),
\]

(9)

where \( h_{ri} \in \mathbb{C}^{K \times 1} \) and \( h_d \in \mathbb{C} \) denote the reflected and direct channel paths, respectively, and \( z(t) \sim \mathcal{CN}(0, 1) \) denotes the additive white Gaussian noise. Furthermore, we assume that the phase shift applied by each element of the RIS is chosen from a finite set of \( A \) uniformly spaced phases, i.e., \( A = \{0, 2\pi/A, \ldots, 2\pi(A-1)/A\} \); and that \( S \) is a zero-mean input constellation, i.e., \( \sum_{s \in \mathcal{S}} s = 0 \), which is known to achieve the minimum energy per bit in many single-user channels [21]-[23].

In order to formulate the capacity region in the low-power regime, we define the normalized rate \( r_{r}(h_{ri}, h_d) \), \( \ell \in \{1, 2\} \), for unit of power as

\[
r_{r}(h_{ri}, h_d) \triangleq \lim_{P \to 0} \frac{R_{r}(h_{ri}, h_d)}{P}.
\]

(10)

The capacity region in the low-power regime \( \mathcal{C}(h_{ri}, h_d) \) is accordingly defined as the closure of the set of achievable normalized rate pairs (see, e.g., [24]).

**Proposition 2:** For input distributions \( p_s(s) \) and \( p_\theta(\theta) \), let \( \mathcal{R}(p_s, p_\theta, h_{ri}, h_d) \) be the set of normalized rate pairs \( (r_1(h_{ri}, h_d), r_2(h_{ri}, h_d)) \) such that the inequalities

\[
r_{r}(h_{ri}, h_d) \leq \frac{\mathbb{E}[|s_1|^2]}{\ln(2)}, \quad \ell \in \{1, 2\}, \quad (11a)
\]

and

\[
r_1(h_{ri}, h_d) + r_2(h_{ri}, h_d) \leq \frac{\mathbb{E}[|s_1|^2]}{\ln(2)} \quad (11b)
\]

hold, where random variable \( u_1 \), \( u_2 \), and \( u_3 \) are defined as

\[
u_1 \triangleq |(H_{ri} e^{j\theta_1} + h_d)^{m_0} (s_1 - s_2) |^2, \quad (12a)
\]

\[
u_2 \triangleq |(H_{ri} e^{j\theta_1} - h_d)^{m_0} s_1 |^2, \quad (12b)
\]

\[
u_3 \triangleq |(H_{ri} e^{j\theta_1})^{m_0} s_1 - (H_{ri} e^{j\theta_1} + h_d)^{m_0} s_1 |^2, \quad (12c)
\]

respectively, with independent random variables \( s_1, s_2 \sim p_s(s) \) and random vectors \( \mathbf{\theta}_1, \mathbf{\theta}_2 \sim p_\theta(\theta) \). The capacity region in the low-power regime \( \mathcal{C}(h_{ri}, h_d) \) is the convex hull of the union of the regions \( \mathcal{R}(p_s, p_\theta, h_{ri}, h_d) \) over all input distributions \( p_s(s) \) and \( p_\theta(\theta) \) with \( s \in \mathcal{S}, \theta \in \mathbb{A}^{K \times 1} \), such that \( \mathbb{E}[|s|^2] \leq 1 \).

**Proof:** See Appendix C.

Unlike the high-power regime, the low-power capacity region (11) is not a rectangle, implying that it is not possible for both encoders to communicate at their respective maximum rates. The next corollary elaborates on this point.

**Corollary 2:** Let \( \bar{\theta} \) be the beamforming phase-shift vector maximizing Encoder 1’s rate, i.e.,

\[
\bar{\theta} \triangleq \arg \max_{\theta \in \mathbb{A}^{K \times 1}} |H_{ri} e^{j\theta_1} + h_d|^2.
\]

(13)

In the low-power regime, Encoder 1 can achieve its maximum normalized rate

\[
r_1(h_{ri}, h_d) = \frac{2}{\ln(2)} |H_{ri} e^{j\theta} + h_d|^2.
\]

(14)
if and only if Encoder 2 does not communicate, i.e., $r_2(h_{r_1}, h_d) = 0$. In contrast, if $|h_{r_1}^T e^{j\theta} + h_d|^2 > \|h_{r_1}\|^2$, Encoder 2 can achieve its maximum normalized rate

$$r_2(h_{r_1}, h_d) = \frac{2}{\ln(2)} \|h_{r_1}\|^2,$$

(15)

while Encoder 1 communicates at a normalized rate of

$$r_1(h_{r_1}, h_d) = \frac{2}{\ln(2)} \left( |h_{r_1}^T e^{j\theta} + h_d|^2 - \|h_{r_1}\|^2 \right).$$

(16)

Proof: See Appendix D.

The asymmetry between Encoder 1 and Encoder 2 revealed by Corollary 2 stems from the fact that, in order for Encoder 1 to obtain its maximum rate in the low-power regime, Encoder 2 needs to steer its phases according to the beamforming solution (13). This in turn makes it impossible to encode additional information for Encoder 2. In contrast, Encoder 2’s maximum rate can be obtained as long as Encoder 1’s signal is transmitted at the maximum power and can be decoded while treating the modulation of the RIS’s phases by Encoder 2 as a nuisance.

We finally remark that Corollary 1 and Corollary 2 imply that time-sharing, which would yield a triangular rate region, is suboptimal in both high- and low-power regimes. This is in contrast to the multiplicative MAC studied in [17] that assumes two standard active encoders with separate power constraints.

IV. EXAMPLES

In this section, we provide numerical examples for the capacity region derived in Section III. For the phase response set, we consider $A$ uniformly spaced phases in the set $A = \{0, 2\pi/A, \ldots, 2\pi(A - 1)/A\}$, whereas, for the input constellation, we consider amplitude shift keying (ASK) and phase-shift keying (PSK) modulations. In addition, we assume a channel vector $h_d$ with elements having amplitude 1, and a channel matrix $H_{r_1}$ with elements having amplitude $\alpha > 0$, where $\alpha$ denotes the path-loss ratio between the reflected and direct paths. The phases of $H_{r_1}$ and $h_d$ used in this section are summarized in Table I. Furthermore, the expectation over Gaussian random vectors, e.g., $z$ in Proposition 1, is evaluated via a Monte Carlo empirical averages.

In Fig. 2, we plot the capacity region for an average power constraint of $P = -20$ dB, $N = 2$ receiver antennas, $K = 4$ RIS elements, $A = 2$ available phase shifts, a symbol-to-RIS control rate $m = 2$, and BPSK input constellation. The dashed line illustrates the capacity of Encoder 1 for a channel with no RIS, we plot the capacity region for an average power constraint of $P = 40$ dB, $N = 2$ receiver antennas, $K = 4$ RIS elements, $A = 2$ available phase shifts, a symbol-to-RIS control rate $m = 1$, input constellation given by 4-ASK, i.e., $\mathcal{S} = \{\sigma, 3\sigma, 5\sigma, 7\sigma\}$ with $\sigma = 1/\sqrt{27}$, and a path-loss ratio of $\alpha = 1$. Although Encoder 1 does not gain from the existence of the RIS in the high-power regime, the RIS enables MU communication with a single transmitter in a manner that resembles the single-RF multiple-input multiple-output (MIMO) system [19], [25].

V. CONCLUSION

In this work, we have studied the finite-input capacity region of an RIS-aided MU communication system, in which the RIS is not used solely for increasing the rate of an active encoder, but also for enabling communication for a secondary passive encoder. The fundamental trade-offs between the rates of the two encoders were characterized. It was shown that, for sufficiently high power, both users can communicate at their respective maximum rates. Furthermore, in the low-power regime, the maximum rate for the active encoder is achieved if and only if the passive encoder does not communicate, while the passive encoder’s maximum rate can coexist with a non-zero rate for the active encoder. Finally, time-sharing was demonstrated to be suboptimal.

APPENDIX

A. Proof of Proposition 1

The model (3) can be viewed as a MAC with inputs $(s, \theta)$ and output $y$. Therefore, it follows from the capacity region of the MAC [26, Thm. 4.2] that $C(H_{r_1}, h_d)$ is the convex hull of the union of regions $\mathcal{R}(p_s, p_0, H_{r_1}, h_d)$ over all input distributions $p_s(s)$ and $p_0(\theta)$ such that $\mathbb{E}[|s|^2] \leq m$, where $\mathcal{R}(p_s, p_0, H_{r_1}, h_d)$ is the set of rate pairs $(R_1(h_{r_1}, h_d), R_2(h_{r_1}, h_d))$ such that

$$R_1(h_{r_1}, h_d) \leq \frac{1}{m} I(s; y; \theta) \quad \text{and} \quad R_2(h_{r_1}, h_d) \leq \frac{1}{m} I(\theta; y|s),$$

(17a)

and

$$R_1(h_{r_1}, h_d) + R_2(h_{r_1}, h_d) \leq \frac{1}{m} I(s; \theta; y).$$

(17b)
hold. Since inputs \( s \) and \( \theta \) are selected from finite sets, the mutual information \( I(s; y | \theta) \) in (17) can be written as (see, e.g., [19, App. A])

\[
I(s; y | \theta) = -NM \log_2(e) - \int_{\mathbb{C}^{N \times m}} p_s(z) \sum_{s_1 \in \mathbb{S}^{m \times 1}} \sum_{\theta_1 \in \mathcal{A}^{K \times 1}} p_{\theta}(\theta_1) \log_2 \left( \sum_{s_2 \in \mathbb{S}^{m \times 1}} p_{\theta}(s_2) e^{u_1} \right) dz
\]

with \( z \sim \mathbb{C}N(0, I_{N_m}) \) and where we have defined the scalar

\[
u_1 = \left\| z + V \left( H_{ri} e^{i\theta_1} + h_d \right)^{m \times 0} (s_1 - s_2) \right\|^2.
\]

By applying the conditional CGF definition in (4) to (18), we get

\[
I(s; y | \theta) = -NM \log_2(e) - \kappa(u_1 | s_1, \theta_1, z).
\]

Similarly, we also have

\[
I(\theta; y | s) = -NM \log_2(e) - \kappa(u_2 | s_1, \theta_1, z), \quad (21a)
\]

\[
I(s, \theta; y) = -NM \log_2(e) - \kappa(u_3 | s_1, \theta_1, z). \quad (21b)
\]

Therefore, the region \( \tilde{R}(p_s, p_{\theta}, H_{ri}, h_d) \) in (17) is identical to the region \( R(p_s, p_{\theta}, H_{ri}, h_d) \) in (5).

B. Proof of Corollary 1

The inclusion \( \mathcal{C}(H_{ri}, h_d) \subseteq \mathcal{C} \) is trivial since, for all input distributions \( p_s(s) \) and \( p_{\theta}(\theta) \) with \( s \in \mathbb{S}^{m \times 1} \) and \( \theta \in \mathcal{A}^{K \times 1} \) we have \( H(s) \leq m \log_2(S) \) and \( H(\theta) \leq K \log_2(A) \). In addition, in the high-power regime, we have the limits

\[
I(s; y | \theta) \xrightarrow{P \to \infty} H(s) \leq m \log_2(S), \quad (22a)
\]

\[
I(\theta; y | s) \xrightarrow{P \to \infty} H(\theta) \leq K \log_2(A), \quad (22b)
\]

where equality is achieved for a uniform distributions \( p_s(s) \) and \( p_{\theta}(\theta) \). Next, note that the noiseless received signal \( y(t) - z(t) \) in (3) takes values from a discrete set. Furthermore, since channel matrix \( H_{ri} \) and channel vector \( h_d \) are drawn from a continuous distribution, almost surely, for all \( t \in [n/m] \), there exist unique inputs \( \hat{s}(t) \in \mathbb{S}^{m \times 1} \) and \( \hat{\theta}(t) \in \mathcal{A}^{K \times 1} \) such that (see, e.g., [27])

\[
y(t) - z(t) = \sqrt{P} \left( H_{ri} e^{i\hat{\theta}(t)} + h_d \right)^{m \times 0} \hat{s}(t).
\]

Therefore, for all input distributions \( p_s(s) \) and \( p_{\theta}(\theta) \), the transmitted signal \( s(t) \) and reflection pattern \( \theta(t) \) can be correctly jointly decoded in the high-power regime, i.e., we have the limit

\[
I(s, \theta; y) \xrightarrow{P \to \infty} H(s) + H(\theta) \leq m \log_2(S) + K \log_2(A). \quad (24)
\]

Let \( \left( R_1^m(H_{ri}, h_d), R_2^m(H_{ri}, h_d) \right) \in \mathcal{C}(H_{ri}, h_d) \) be the rate pair achieved using uniform distributions \( p_s(s) \) and \( p_{\theta}(\theta) \). It hence follows from the region in (17) and limits (22) and (24) that, almost surely, we have the limits

\[
\lim_{P \to \infty} R_1^m(H_{ri}, h_d) = \log_2(S), \quad (25a)
\]

\[
\lim_{P \to \infty} R_2^m(H_{ri}, h_d) = \frac{K}{m} \log_2(A). \quad (25b)
\]

C. Proof of Proposition 2

For input distributions \( p_s(s) \) and \( p_{\theta}(\theta) \), let functions \( \tilde{R}_\ell(P, h_{ri}, h_d) \), \( \ell \in \{1, 2\} \), be defined as

\[
\tilde{R}_\ell(P, h_{ri}, h_d) = -\log_2(e) - \kappa(u_\ell | s_1, \theta_1, z),
\]

where \( \kappa(u_\ell | s_1, \theta_1, z) \) are the conditional CGFs in Proposition 1 for the special case in which \( N = m = 1 \). By calculating the derivative of \( \tilde{R}_\ell(P, h_{ri}, h_d) \) with respect to the power \( P \) and taking the limit \( P \to 0 \), we get

\[
\lim_{P \to 0} \frac{\partial \tilde{R}_\ell(P, h_{ri}, h_d)}{\partial P} = \frac{\mathbb{E}[u_\ell]}{\ln(2)}, \quad (27)
\]

where random variables \( u_\ell \) are defined in (12). Therefore, it follows from Proposition 1 that the normalized rate pairs \( (r_1(h_{ri}, h_d), r_2(h_{ri}, h_d)) \) satisfy

\[
r_\ell(h_{ri}, h_d) = \lim_{P \to 0} \frac{\tilde{R}_\ell(P, h_{ri}, h_d)}{P} \leq \lim_{P \to 0} \frac{\tilde{R}_\ell(P, h_{ri}, h_d)}{P} = \frac{\mathbb{E}[u_\ell]}{\ln(2)}, \quad \ell \in \{1, 2\}, \quad (28)
\]

and similarly we have

\[
r_1(h_{ri}, h_d) + r_2(h_{ri}, h_d) \leq \frac{\mathbb{E}[u_1]}{\ln(2)}.
\]

D. Proof of Corollary 2

Since \( s_1, s_2, \) and \( \theta_1 \) in Proposition 2 are all independent, we have

\[
\mathbb{E}[u_1] = \mathbb{E} \left[ \left( \left| h_{ri}^T e^{i\theta_1} + h_d \right| (s_1 - s_2) \right)^2 \right] \leq \mathbb{E} \left[ \left| h_{ri}^T e^{i\theta_1} + h_d \right|^2 \right] \leq 2 \left| h_{ri}^T e^{i\theta_1} + h_d \right|^2.
\]

Similarly, we have the upper bounds

\[
\mathbb{E}[u_1] \leq 2\|h_{ri}\|^2, \quad (31a)
\]

\[
\mathbb{E}[u_2] \leq 2\|h_{ri}\|^2. \quad (31b)
\]

Equality in (30) and (31b) is achieved for fixed RIS reflection pattern \( \theta = \hat{\theta} \) with probability one and uniform input distribution \( p_s(s) = 1/S \). Furthermore, since the upper bounds in (30) and (31b) are equal, Encoder 1 can achieve the maximum normalized rate if and only if \( \theta = \hat{\theta} \) with probability one. In contrast, equality in (31a) is achieved for uniform phase-shift distribution \( p_{\theta}(\theta) = 1/A^K \) and any input distribution \( p_s(s) \) for which \( \mathbb{E}[|s|^2] = 1 \). That is, Encoder 2 can achieve the maximum normalized rate, while Encoder 1 transmits at a positive normalized rate.
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