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Abstract—We derive an explicit formula of the feedback capacity for a continuous-time OU-colored AWGN channel. Among many others, this result shows that at least in some cases, the continuous-time Schalkwijk-Kailath coding scheme achieves the feedback capacity for such a channel, and feedback may not increase the capacity of a continuous-time ACGN channel even if the noise process is colored.

I. INTRODUCTION

We start with the following continuous-time additive white Gaussian noise (AWGN) channel

\[ y(t) = x(t) + w(t), \quad -\infty < t < +\infty, \]

where the channel noise \( \{w(t)\} \) is a white Gaussian process with unit double-sided spectral density, \( \{x(t)\} \) is the channel input and \( \{y(t)\} \) is the channel output. Since \( \{w(t)\} \) can be regarded as the derivative \( \{B(t)\} \) of the standard Brownian motion \( \{B(t)\} \) in the generalized sense [1], [2], or equivalently, \( \{B(t)\} \) is the integral of \( \{w(t)\} \), the AWGN channel as in (1) can be alternatively characterized by

\[ Y(t) = \int_0^t X(u)du + B(t), \quad t \geq 0, \]

where \( X = \{X(t)\} \) is the channel input and \( Y = \{Y(t)\} \) is the channel output. Unlike white Gaussian noise, which is a generalized stochastic process in the sense of Schwartz's distribution [3], Brownian motion is an ordinary stochastic process that has been extensively studied in stochastic calculus. Evidently, the two formulations as in (1) and (2) allow us to examine an AWGN channel from different perspectives; in particular, the use of Brownian motion equips us with a wide range of established tools and techniques in stochastic calculus (see, e.g., [4]–[7] and references therein).

This paper is concerned with the following continuous-time additive colored Gaussian noise (ACGN) channel

\[ y(t) = x(t) + z(t), \quad -\infty < t < +\infty, \]

where the channel noise \( z = \{z(t)\} \) is a (possibly colored and generalized) stationary Gaussian process. Evidently, ACGN channels are a degenerated case of ACGN channels. Similarly as above, the ACGN channel as in (3) can be alternatively characterized by

\[ Y(t) = \int_0^t X(u)du + Z(t), \quad t \geq 0, \]

where \( Z = \{Z(t)\} \) is the (generalized) integral of \( z \). Following [4], the treatment of ACGN channels in this work is mainly based on the formulation in (4).

For any \( M \in \mathbb{N} \) and \( T > 0 \), an \((M, T)\) code for the ACGN channel (4) consists of the following:

(a) A message index \( W \) independent of \( \{Z(t); t \in [0, T]\} \) and uniformly distributed over \( \{1, 2, \ldots, M\} \).

(b) For the non-feedback case, an encoding function \( g_u : \{1, 2, \ldots, M\} \to \mathbb{R}, \ u \in [0, T] \), yielding codewords \( X(u) = g_u(W) \); for the feedback case, an encoding function \( g_u : \{1, 2, \ldots, M\} \times C[0, u] \to \mathbb{R}, \ u \in [0, T] \), yielding codewords \( X(u) = g_u(W, Y_u^T) \). For both cases, the classical average power constraint is satisfied:

\[ \frac{1}{T} \int_0^T \mathbb{E}||X(u)||^2du \leq P. \]

(c) A decoding functional \( \hat{g} : C[0, T] \to \{1, 2, \ldots, M\} \).

Here we remark that for the feedback case, it follows from the pathwise continuity of \( \{Y(t)\} \) that \( X(t) = g_u(W, Y_u^T) \), and therefore the channel output \( \{Y(t)\} \) is in fact the unique solution to the following stochastic functional differential equation:

\[ dY(t) = g_u(W, Y_u^T)dt + dZ(t). \]

The error probability \( \pi(T) \) for the \((M, T)\) code as above is defined as

\[ \pi(T) = P(\hat{g}(Y_u^T) \neq W). \]

A rate \( R \) is achievable if there exists a sequence of \((e^{TR}), T\) codes with \( \lim_{T \to \infty} \pi(T) = 0 \). The channel capacity is defined as the supremum of all achievable rates, denoted by \( C_0(P) \) for the non-feedback case and \( C_f(P) \) for the feedback case.

The literature on continuous-time ACGN channels is vast, and so below we only survey those results that are most relevant to this work. It has been shown by Huang and Johnson [8], [9] that \( C_0(P) \) can be achieved by a Gaussian input. For a special family of ACGN channels, Hitsu [10] has applied a canonical representation method to derive a fundamental formula for the channel mutual information (see Lemma III.2); based on this result, Ihara [11] showed that \( C_f(P) \) can be achieved by a Gaussian input with an additive feedback term. Employing a Hilbert space approach, Baker [12], [13] has derived a theoretical formula for \( C_0(P), \) which however is somewhat difficult to evaluate. When it comes to effective computation of \( C_0(P) \) or \( C_f(P) \), to the best of our knowledge, there are only a few results featuring an “explicit” and “computable” formula, detailed below. Here, we remark that Baker, Ihara and Hitsu have studied the capacity of some families of ACGN channels, yet under different types of power constraints (see [10], [12]–[14]).
1. For the ACGN channel formulated as in (3), when \( z \) is a stationary Gaussian process with rational spectrum, \( C_0(P) \) can be determined by the water-filling method (see, e.g., [14]–[17]). More specifically,

\[
C_0(P) = \frac{1}{4\pi} \int_{-\infty}^{\infty} \log \left( \max \left( \frac{A}{S_x(x)}, 1 \right) \right) dx,
\]

where \( S_x(x) \) is the spectral density function of the noise process \( z \) and the water level \( A \) is a constant determined by

\[
P = \int_{[S_x(x) \leq A]} (A - S_x(x)) dx.
\]

2. For the AWGN channel as in (1) or (2), it is a classical result that \( C_0(P) = P/2 \) and feedback does not increase the channel capacity, that is to say, \( C_f(P) = P/2 \) (see, e.g., [4], [5], [18]). Moreover, \( C_f(P) \) can be achieved by a linear feedback coding scheme [19]–[21].

In this paper, we will focus our attention on a special family of ACGN channels, which is characterized as

\[
Y(t) = \int_0^t X(u) du + B(t) + \lambda \int_0^t \int_{-\infty}^{\infty} e^{-\kappa(s-u)} dB(u) ds
\]

for \( t \geq 0 \), where \( \lambda \in \mathbb{R}, \kappa > 0 \). Note that the channel above can be alternatively characterized by

\[
y(t) = x(t) + w(t) + \lambda u(t), \quad -\infty < t < \infty,
\]

where, as before, \( w(t) = \hat{B}(t) \) is a white Gaussian process, and \( u(t) = \int_{-\infty}^{\infty} e^{-\kappa(t-u)} dB(u) \) is a stationary Ornstein-Uhlenbeck (OU) process, arguably the simplest nontrivial continuous-time stationary Gaussian process. Evidently, when \( \lambda = 0 \), (7) boils down to (1), and when \( \lambda \neq 0 \), the channel input, after going through an AWGN channel, will be further corrupted by an OU noise. For this reason, we may henceforth refer to the channel (6) as an OU-colored AWGN channel.

Note that when \( \lambda = -\kappa \), the sum of the last two terms in (6) can be regarded as a continuous-time autoregressive (CAR) process with the first order (see, e.g., [22]), which has been of great interest to physicists and engineers (see, e.g., [23]). Here we remark that discrete-time ACGN channels with many types of noise (e.g., autoregressive (AR) processes, moving average (MA) processes, or more generally autoregressive moving average (ARMA) processes) have been extensively studied (see, e.g., [24]–[34]).

The main contribution in this work is an explicit characterization of the feedback capacity of an OU-colored AWGN channel. Before this work, no “explicit” and “computable” feedback capacity formula is known for any nontrivial stationary ACGN channel. Throughout the remainder of this paper, the notations \( C_0(P) \) and \( C_f(P) \) will be reserved for such a channel.

We will first derive a lower bound on \( C_f(P) \), which turns out to be tight for some cases. To achieve this, we will examine the following ACGN channel

\[
Y(t) = \int_0^t X(u) du + B(t) + \int_0^t \int_0^{u} h(s,u) dB(u) ds
\]

for \( t \geq 0 \), where \( h(s,u) = \) a Volterra kernel on \( L^2([0,T]^2) \) for any \( T > 0 \). Here we emphasize that the channel (8) may not correspond to a stationary ACGN channel as in (3). However, it can be shown that \( \{B(t) + \int_0^t \int_0^{u} h(s,u) dB(u) ds\} \) is equivalent to the Brownian motion \( \{B(t)\} \) (see [35]), which renders the channel (8) more amenable to in-depth mathematical analysis, as evidenced by relevant results in the literature (see, e.g., [10], [11], [36]).

More specifically, let \( \{\Theta(t)\} \) be the message process, and let \( I_{SK}(\Theta; Y) \) denote the mutual information rate between \( \{\Theta(t)\} \) and \{Y(t)\} under the so-called continuous-time Schalkwijk-Kailath (SK) coding scheme. We will show (Theorem IV.2) that \( I_{SK}(\Theta; Y) = P r^2_t \), where \( r_p \) is the limit of the unique solution to an ordinary differential equation, and moreover, one of the real roots of a third-order polynomial. It turns out that an OU-colored AWGN channel can be regarded as a special case of (8), and therefore \( I_{SK}(\Theta; Y) \) can help provide a lower bound on \( C_f(P) \).

With the aforementioned lower bound, we are ready to derive an explicit expression of \( C_f(P) \). More specifically, by examining a discrete-time approximation of the channel (6), we prove (Theorem V.1) that for the case \(-2\kappa < \lambda < 0\), \( C_f(P) \) is upper bounded by \( I_{SK}(\Theta; Y) \), which means \( C_f(P) = I_{SK}(\Theta; Y) \); for the other cases, we show \( C_f(P) = C_0(P) = P/2 \). As a byproduct, this result shows that feedback may not increase the capacity of a continuous-time ACGN channel even if the noise process is colored. By contrast, for a discrete-time ACGN channel, feedback does not increase the capacity if and only if the noise spectrum is white (see [28, Cor. 4.3]).

The remainder of the paper is organized as follows. In Section II, we introduce necessary notation and terminologies. In Section III, we review the coding theorem for the feedback capacity and introduce the continuous-time SK coding scheme. Section IV provides an asymptotic characterization of \( I_{SK}(\Theta; Y) \) for a subclass of ACGN channels, which helps provide a lower bound on \( C_f(P) \). In Section V, we derive an explicit formula for \( C_f(P) \).

### II. Notation and Terminologies

We use \((\Omega, \mathcal{F}, \mathbb{P})\) to denote the underlying probability space, and \(\mathbb{E}\) to denote the expectation with respect to the probability measure \(\mathbb{P}\). As is typical in the theory of stochastic calculus, we assume the probability space is equipped with a filtration \(\{\mathcal{F}_t : t \geq 0\}\), which satisfies the usual conditions [37] and is rich enough to accommodate a standard Brownian motion.

Let \(C(0,\infty)\) denote the space of all continuous functions over \([0, \infty)\), and let \(C^1(0,\infty)\) be the space of all functions in \(C(0,\infty)\) that have continuous derivatives on \([0, \infty)\). For any \(T > 0\), let \(C(0,T)\) denote the space of all continuous functions over \([0,T]\). Let \(X, Y\) be random variables defined on the probability space \((\Omega, \mathcal{F}, \mathbb{P})\), which will be used to illustrate most of the notions and facts in this section (the same notations may have different connotations in other sections). Note that in this paper, a random variable can be real-valued with a
probability density function, or path-valued (more precisely, \(C[0, \infty)\) or \(C[0, T]\)-valued).

For any two path-valued random variables \(X_0^T = \{X(t); 0 \leq t \leq T\}\) and \(Y_0^T = \{Y(t); 0 \leq t \leq T\}\), we use \(\mu_{X^T}\) and \(\mu_{Y^T}\) to denote the probability distributions on \(C[0, T]\) induced by \(X_0^T\) and \(Y_0^T\), respectively, and \(\mu_{X^T} \times \mu_{Y^T}\) the product distribution of \(\mu_{X^T}\) and \(\mu_{Y^T}\); moreover, we will use \(\mu_{Y^T} \times \mu_{Y^T}\) to denote their joint probability distribution on \(C[0, T] \times C[0, T]\). Besides, we use \(F(Y)\) to denote the \(\sigma\)-field generated by \(Y_0^T\).

For any two probability measures \(\mu\) and \(\nu\), we write \(\mu \sim \nu\) to mean they are equivalent, namely, \(\mu\) is absolutely continuous with respect to \(\nu\) and vice versa. By Hitsuda [35], if a Gaussian process \(\{Z(t)\}\) is equivalent to a given Brownian motion, then there exists a (possibly different) Brownian motion \(\{B(t)\}\) such that \(\{Z(t)\}\) can be uniquely represented by

\[
Z(t) = B(t) + \int_0^t \int_0^s h(s, u)dB(u)ds, \tag{9}
\]

where \(h(s, u)\) is a Volterra kernel in \(L_2([0, T]^2)\) for any \(T > 0\), i.e., \(h(s, u) = 0\) if \(s < u\) and \(\int_0^T \int_0^s h(s, u)^2dsdu < \infty\) for any \(T > 0\). Conversely, for a given Brownian motion \(\{B(t)\}\), if \(\{Z(t)\}\) has a representation in the form (9), then \(\{Z(t)\}\) is equivalent to \(\{B(t)\}\). Note that, for any \(T > 0\), there exists a Volterra kernel \(l(s, u) \in L_2([0, T]^2)\), referred to as the resolvent kernel of \(h(s, u)\), such that

\[
-l(s, u) = l(s, u) + \int_u^s h(s, v)l(v, u)dv,
\tag{10}
\]

for any \(s, u \in [0, T]\) (see [38, Chapter 2]).

The mutual information \(I(X; Y)\) between two real-valued random variables \(X, Y\) is defined as

\[
I(X; Y) = \mathbb{E}\left[ \log \frac{f_{X, Y}(X, Y)}{f_X(X)f_Y(Y)} \right],
\]

where \(f_X, f_Y\) denote the probability density functions of \(X, Y\), respectively, and \(f_{X, Y}\) denotes their joint probability density function. For two \(C[0, T]\)-valued random variables \(X_0^T, Y_0^T\), we define

\[
I(X_0^T; Y_0^T) = \mathbb{E}\left[ \log \frac{d\mu_{X^T} \times \mu_{Y^T}}{d\mu_{X^T}} \frac{d\mu_{Y^T}}{d\mu_{Y^T}} \right]_{\exists} \tag{11}
\]

where \(d\mu_{X^T} \times \mu_{Y^T}/d\mu_{X^T} \times \mu_{Y^T}\) denotes the Radon-Nikodym derivative of \(\mu_{X^T} \times \mu_{Y^T}\) with respect to \(\mu_{X^T} \times \mu_{Y^T}\).

The notion of mutual information can be further extended to generalized random processes. Due to the space limit, we refer the reader to [39] for a comprehensive exposition.

III. CONTINUOUS-TIME SK CODING

In this section, we shall examine the continuous-time ACGN channel (8). Throughout this section, let \(Z(t) = B(t) + \int_0^t \int_0^s h(s, u)dB(u)ds\).

For the purpose of presenting a coding theorem for the feedback capacity, instead of transmitting a message index \(W\), a random variable taking values from a finite alphabet, we will transmit a message process \(\Theta = \{\Theta(t)\}\), a real-valued random process. Then, compared to (5), the associated stochastic functional differential equation will take the following form:

\[
dY(t) = g_t(\Theta(t), Y(t))dt + dZ(t),
\]

where we have set \(X(t) = g_t(\Theta(t), Y(t))\). Following [4], we consider the so-called \(T\)-block feedback capacity \(C_{f, T}(P) = \sup_{\Theta, X} \frac{1}{T} I(\Theta^T; Y_0^T)\), where the supremum is taken over all pairs \((\Theta, X)\) satisfying the following constraint

\[
\frac{1}{T} \int_0^T \mathbb{E}[X^2(t)]dt \leq P. \tag{11}
\]

Now, we define \(I(\Theta; Y) = \lim_{T \to \infty} \frac{1}{T} I(\Theta^T; Y_0^T)\), provided the limit exists, and furthermore define \(C_{f, \infty}(P) = \sup_{\Theta, X} I(\Theta; Y)\), where the supremum is taken for all pairs \((\Theta, X)\) satisfying

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T \mathbb{E}[X^2(t)]dt \leq P. \tag{12}
\]

Then, the aforementioned coding theorem for the feedback capacity is stated below.

**Theorem III.1** ([40, Th. 1]). Assume that

\[
\lim_{T \to \infty} \frac{1}{T} C_{f, T}(P) = 0.
\]

If \(R < C_{f, \infty}(P)\) and \(P\) is continuous point of \(C_{f, \infty}(P)\), then the rate \(R\) is achievable. Conversely, if a rate \(R\) is achievable, then \(R \leq C_{f, \infty}(P)\).

The following lemma generalizes the classical I-CMMSE relationship in [5], [41].

**Lemma III.2** ([Hitsuda and Ibara [10]]. Suppose \(\int_0^T \mathbb{E}[X^2(t)]dt < \infty\). Then, we have

\[
I(\Theta^T; Y_0^T) = \frac{1}{2} \int_0^T \mathbb{E}[|X(t) - \mathbb{E}[X(t)|F_0(Y)|]^2]dt,
\]

where \((X(t); t \in [0, T])\) is a random process defined by

\[
X(t) = X(t) + \int_0^t l(t, u)X(u)du,
\]

and \(l(s, u)\) is the resolvent kernel of \(h(s, u)\) in \(L_2([0, T]^2)\).

Consider the additive feedback coding scheme \((\Theta, X) = ((\Theta(t)), [X(t)])\) with \(X(t) = \Theta(t) - \zeta(t)\), where \(\zeta = \{\zeta(t)\}\) represents the feedback term, causally dependent on the output \(Y = \{Y(t)\}\), and is appropriately chosen such that the stochastic functional differential equation

\[
Y(t) = \int_0^t \Theta(s) - \zeta(s)ds + Z(t) \tag{13}
\]

admits a unique solution. The following lemma characterizes the optimal coding scheme for \(C_{f, T}(P)\) more explicitly.

**Theorem III.3** ([11, Th. 3] Reformulated). For the continuous-time ACGN channel (8) under the constraint (11),
$C_{f,T}(P)$ can be achieved by a Gaussian pair $(\Theta, X)$ of the following form

$$X(t) = \Theta(t) - \mathbb{E}[(\Theta(t)|F_t(Y^*)], \quad t \in [0, T],$$

(14)

where

$$Y^*(t) = \int_0^t \Theta(s)ds + Z(t).$$

Moreover, $F_t(Y^*) = F_t(Y)$ for any $t \in [0, T]$, and so the pair $(\Theta, X)$ characterizes an additive feedback coding scheme of the form (13) where $\zeta(t) = \mathbb{E}[\Theta(t)|F_t(Y)]$.

The essence of the above theorem is that we can restrict our attention to the coding schemes of the form as in (14). Following the principles of the classical Schalkwijk-Kailath (SK) coding scheme, we formulate in our notation the continuous-time version of the celebrated SK coding scheme $(\Theta, X)$ in the form of

$$X(t) = \Theta(t) - \zeta(t) = A(t)\Theta_0 - A(t)\mathbb{E}[\Theta_0|F_t(Y^*)]$$

(15)

satisfying $\mathbb{E}[X^2(t)] = P$ for any $t \geq 0$, where $\Theta_0$ is a standard Gaussian random variable and $A(t)$ is some deterministic function.

In general, the above continuous-time SK coding scheme can be invalid in the sense that $A(t)$ may not exist. However, as shown in Sections IV and V, we will show that the continuous-time SK coding scheme is valid for a subclass of ACGN channels (8) and is also optimal for some special families of ACGN channels.

IV. MUTUAL INFORMATION RATE

In this section, we narrow our attention to the special family of ACGN channels (8) in which the resolvent kernel $l(t, s)$ of $h(t, s)$ can be written as

$$l(t, s) = \frac{l_u(s)}{l_d(t)} \quad \text{for } t \geq s,$$

(16)

where $l_u(s) \in C[0, +\infty)$ and $l_d(t) \in C^1[0, +\infty)$.

We first prove a lemma characterizing the asymptotics of the solution $g$ to the following ordinary differential equation (ODE)

$$\begin{cases}
g'(t) = -Pg^3(t) + \frac{P}{\sqrt{2}}g^2(t) + p(t)g(t) + \frac{1}{\sqrt{2}}g(t), \\
g(0) = \frac{1}{\sqrt{2}},
\end{cases}$$

(17)

where $p(t), q(t) \in C[0, \infty)$ satisfying $\lim_{t \to \infty} p(t) = p$ and $\lim_{t \to \infty} q(t) = q$.

**Lemma IV.1.** For every $P > 0$, the ODE (17) admits a unique solution $g(t) \in C^1[0, \infty)$. Moreover, $\lim_{t \to \infty} g(t)$ exists, which is one of the real roots of the following cubic equation:

$$-Pg^3 + \frac{P}{\sqrt{2}}g^2 + pg + \frac{q}{\sqrt{2}} = 0.$$

Equipped with Lemma IV.1, we are ready to prove our first main result, described below.

**Theorem IV.2.** Assume the resolvent kernel $l(t, s)$ of $h(t, s)$ in (8) can be written in the form (16) with

$$\lim_{t \to \infty} \frac{l_u(t)}{l_d(t)} = \alpha, \quad \lim_{t \to \infty} \frac{l'_u(t)}{l_d(t)} = \beta.$$

Then, we have

$$\bar{T}_{SK}(\Theta; Y) = Pr^2_P,$$

(19)

where $r_P = \lim_{t \to \infty} g(t)$ and $g$ is the solution of the ODE (17) with $p(t) = -l'_u(t)/l_d(t)$ and $q(t) = (l_u(t) + l'_u(t))/l_d(t)$. Moreover, $r_P$ is one of the real roots of the following cubic equation:

$$-Py^3 + \frac{P}{\sqrt{2}}y^2 - \beta y + \frac{\beta + \alpha}{\sqrt{2}} = 0.$$

**Remark IV.3.** It turns out that from the proof of Theorem IV.2, $r_P$ is uniquely determined by $l(t, s)$, rather than the choice of $l_u, l_d$.

To illustrate possible applications of the above theorem, we give the following two examples.

**Example IV.4.** When $l(t, s) \equiv 0$, the channel (8) boils down to the AWGN channel (2). Apparently, one can choose $l_u = 0$ and $l_d \equiv 1$, yielding $\bar{T}_{SK}(\Theta; Y) = P/2$, which is widely known as the capacity of the channel (2).

**Example IV.5.** When $l(t, s) = 1$, it turns out that the channel (8) boils down to

$$Y(t) = \int_0^t X(s)ds + B(t) - \int_0^t \int_0^s e^{-\kappa(t-s)}dB(u)ds.$$

Apparently, it can be verified that $l_u \equiv l_d \equiv c$, where $c$ is a non-zero constant. Thus, we have $\alpha = 1, \beta = 0$, yielding that $\bar{T}_{SK}(\Theta; Y)$ is the unique positive root of the cubic equation $P(x + 1)^2 = 2x^3$. This recovers Proposition 1 in [42].

V. FEEDBACK CAPACITY

In this section, we focus on the OU-colored AWGN channel (6). From now on, let

$$Z(t) = B(t) + \lambda \int_0^t \int_0^s e^{-\kappa(s-u)}dB(u)ds, \quad \lambda \in \mathbb{R}, \kappa > 0,$$

and let $\zeta_0$ denote $\int_0^\infty e^{\kappa u}dB(s)$.

The following theorem is our main result in which we derive an explicit formula for $C_f(P)$.

**Theorem V.1.** $C_f(P)$ is determined in the following two cases:

1. if $\lambda \leq -2\kappa$ or $\lambda \geq 0$, then $C_f(P) = P/2$;
2. if $-2\kappa < \lambda < 0$, then $C_f(P)$ is the unique positive root of the third-order polynomial

$$P(x + \kappa)^2 = 2x(x + |\kappa + \lambda|)^2.$$  

(21)
A. Proof of the Converse Part

Lemma V.2. For any $T > 0$, the $T$-block feedback capacity $C_{f,T}(P)$ of the OU-colored AWGN channel (6) is upper bounded by

$$C_{f,T}(P) \leq \begin{cases} \frac{P}{2}, & \text{if } \lambda \leq -2\kappa \text{ or } \lambda \geq 0; \\ x_0(P; \lambda, \kappa), & \text{if } -2\kappa < \lambda < 0, \end{cases} \quad (22)$$

where $x_0(P; \lambda, \kappa)$ is the positive root of the polynomial (21). Moreover, (22) also holds when $T$ is replaced by $\infty$.

Proof of Lemma V.2. We only prove the case that $T > 0$, which together with the definition of $C_{f,T}(P)$, immediately implies the “moreover” part.

By Theorem III.3, we can prove (22) by considering any Gaussian pair $(\Theta, X)$ of the form (14) in which $X$ satisfies the constraint (11). Then, it is known [11] that there exists a Volterra kernel $K(t, s)$ on $L^2([0, T]^2)$ such that $E(\Theta(t)|F_t(Y^t)) = \int_0^t K(t, s)Y^s(s).$ It turns out that it suffices to prove the lemma under the assumption that $K(t, s)$ is continuous on the set $\{(t, s) \in [0, T]^2; t \geq s\}$. The remainder of the proof is divided into two steps.

Step 1. In this step, we shall introduce a sequence of ARMA(1,1) Gaussian channels constructed from the OU-colored AWGN channel (6).

For any $n \in \mathbb{N}$, we consider a partition $\{t_k^{(n)}; k = 0, 1, \ldots, n\}$ of $[0, T]$ satisfying $t_k^{(n)} - t_{k-1}^{(n)} = \delta_n$ for all $k$, where $\delta_n = T/n$. For any $k = 0, 1, \ldots, n - 1$, define $B_k^{(n)} = B(t_{k+1}^{(n)}) - B(t_k^{(n)})$ and

$$\tilde{Z}_k^{(n)} = B_k^{(n)} + \lambda d_k^{(n)} \left( m(\delta_n) \gamma_0 + \sum_{i=0}^{k-1} e^{\kappa t_{i+1}} B_i^{(n)} \right), \quad (23)$$

where $d_k^{(n)} = \int_{t_{k-1}^{(n)}}^{t_k^{(n)}} e^{-\kappa s} ds$ and $m(x) = \sqrt{2\kappa x/\left(1 - e^{-2\kappa x}\right)}$.

It can be readily verified that $\left(\tilde{Z}_k^{(n)}/\sqrt{\delta_n}\right)$ is a stationary ARMA(1,1) process of the following form

$$\tilde{Z}_k^{(n)}/\sqrt{\delta_n} = e^{-\kappa \delta_n} \tilde{Z}_k^{(n)} + B_k^{(n)}/\sqrt{\delta_n} + \left(\frac{\lambda}{\kappa} - 1\right) e^{-\kappa \delta_n} B_k^{(n)} \sqrt{\delta_n}. \quad (24)$$

Furthermore, for any $k = 0, 1, \ldots, n - 1$, we define $Y_k^{(n)} = \Theta_k^{(n)} + \tilde{Z}_k^{(n)}$ and $Y_k^{(n)} = \Theta_k^{(n)} - \tilde{Z}_k^{(n)}$, where $\Theta_k^{(n)} = \int_{t_{k-1}^{(n)}}^{t_k^{(n)}} \Theta(s) ds$ and $\tilde{Z}_k^{(n)} = \delta_n \sum_{i=0}^{k-1} K(t_i^{(n)}, t_i^{(n)}) Y_i^{(n)}$. Then, we have that, for $k = 0, 1, \ldots, n - 1$

$$Y_k^{(n)}/\sqrt{\delta_n} = \Theta_k^{(n)} - \tilde{Z}_k^{(n)}/\sqrt{\delta_n} + \tilde{Z}_k^{(n)}/\sqrt{\delta_n}. \quad (25)$$

In particular, it follows from (24) that (25) corresponds to $n$-block ARMA(1,1) Gaussian channels with feedback.

Step 2. This step will be devoted to approximating $P/2$ and $x_0(P; \lambda, \kappa)$ by feedback capacities of the sequence of ARMA(1,1) Gaussian channels (25).

To this end, we have the following chain of inequalities:

$$\frac{1}{T} I(\Theta_0^T; Y_0^T) = \frac{1}{T} I(\Theta_0^T; Y_0^T)$$

where $x_0(P; \lambda, \kappa)$ is the positive root of the polynomial (21).

Proof of Theorem IV.2. Consequently, we have $C_{f,T}(P)$.

B. Proof of the Achievability Part

Since Case (1) follows immediately from the easily verifiable fact that $C_0(P) = P/2$ and $C_0(P) \leq C_f(P)$, we focus on Case (2) in what follows.

By [44, Th. 7.15], we have $\mu_Z \sim \mu_B$. Moreover, it follows from (9) (10) that there exists a standard Brownian motion $\{V(t)\} \in [\Omega, \{F_t(Z)\}]$ such that $V(t) = Z(t) + \int_{t_0}^{t} l_{ou}(s, u) dZ(u) ds$, where the Volterra kernel $l_{ou}(s, u)$ is equal to

$$\lambda(2\kappa + \lambda)^2 e^{(\kappa + \lambda)u} + \lambda^2 (2\kappa + \lambda) e^{(\kappa + \lambda)u} = \sqrt{\lambda^2 e^{(\kappa + \lambda)u} - (\kappa + \lambda)^2} e^{(\kappa + \lambda)u}, \quad \text{if } \lambda, \kappa \neq 0;$$

$$\kappa(\kappa u + 1) + \kappa^2, \quad \text{if } \lambda, \kappa = 0.$$

It is easy to see that $l_{ou}$ satisfies all the conditions in Theorem IV.2. Consequently, we have $T_{sk}(\Theta; Y) = P r_{ou}^2$, where $r_{ou}$ is one of the real roots of the following equation

$$-Py^3 + \frac{P}{2} \sqrt{2y} - |\lambda + \kappa|y + \frac{1}{\sqrt{2}}\kappa = 0. \quad (27)$$

It can be easily verified that the equation (27) has the unique positive root for all $-2\kappa < \lambda \leq 0$. Then, substituting $y = \sqrt{x/T}$ into (27), we have that $T_{sk}(\Theta; Y)$ is the unique positive root of (21), which implies $C_{f,T}(P) \geq x_0(P; \lambda, \kappa)$. This, together with Lemma V.2 and Theorem III.1, immediately yields $C_f(P) \geq x_0(P; \lambda, \kappa)$, as desired.
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